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ABSTRACT

This paper presents a CCD based stereovision algorithm
(called the ”v-disparity” algorithm [1]) for onboard road
obstacles detection (pedestrians, vehicles, motorbikes,
etc.) in night condition. The algorithm is explained, and
then evaluated towards different obstacles. The theore-
tical good properties of the ”v-disparity” algorithm - ac-
curacy, robustness, computational speed - are experimen-
tally confirmed. Experiments show that obstacles are de-
tected in a precise manner with high confidence values, at
frame rate (25 Hz) using no special hardware.

1 INTRODUCTION

In the context of Intelligent Transportation Sytems, on-
board road obstacles detection is an essential task, in both
day and night condition. Various sensors can be used in
this purpose. Radar or Lidar constitute one possibility but
present some drawbacks : they are expensive and delicate
devices, and send electromagnetic waves into the environ-
ment. For night vision, infrared cameras can be used but
remain expensive. CCD based stereovision is a cheaper
passive sensor for detecting road obstacles, but most stere-
ovision based algorithms are designed for detecting obsta-
cles in day condition. This paper presents a stereovision
based algorithm (called the ”v-disparity” algorithm [1])
that can detect generic obstacles (pedestrians, vehicles,
motorbikes, etc.) in both day [2] and night condition, us-
ing two CCD cameras. Experimental results of detection
in night condition are presented : obstacles are detected
in a robust and precise manner in the area located under

the lighting of the equiped vehicle (up to 40 meters from
the vehicle). The paper stresses the theoretical and exper-
imental properties of the algorithm that allow its efficient
use in the automotive context where lighting conditions
are difficult. The paper is organized as follows.

Section 2 presents our experimental protocol. Section 3
deals with the description of our algorithm (called the ”v-
disparity” algorithm), and the method used for robustly
detecting generic obstacles. A disparity map is computed
and a geometric representation of the road scene is de-
duced in an original manner. Section 4 presents experi-
ments that evaluate the efficiency of the ”v-disparity” al-
gorithm for detecting different obstacles in night condi-
tion. All tested obstacles are detected with a good con-
fidence value. Section 5 evaluates the robustness of the
method against difficult meteorologic conditions (rain in
night condition) and against noise. Computing time is
also evalutated : the detection process is performed within
40 ms using a 733 MHz Pentium III processor. Eventu-
ally, Section 6 deals with future work.

2 EXPERIMENTAL PROTOCOL

Fig. 1 presents the stereo sensor used for the experiments
(top), the left CCD camera (bottom left), and the configu-
ration area used for the evaluation of the obstacle distance
accuracy (bottom right), shown in day light. After config-
uration, the image planes are parrallel : the epipolar ge-
ometry is rectified (epipolar lines correspond to scanning
lines in the images of the stereo pair). The parameters of
the stereo sensor areb = 1:03 m, h = 1:4 m, � = 11:3Æ,
f = 8:5 mm, tu � tv = 7:2 �m. The resolution of each
image is380� 288 pixels (1

4
PAL). ComputarTM auto-

iris lenses and aMatroxTM Meteor II board are used for
grabbing images on aPIII 733 GHz PC computer run-
ning under Microsoft Windows 2000c
. With this config-
uration the disparity range investigated is[0; 150] pixels.
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Figure 1: Stereo sensor (top). Left camera (bottom
left). Configuration area (bottom right).

3 THE ”V-DISPARITY” ALGO-
RITHM

3.1 Algorithm overview

A framework for our obstacles detection process is pre-
sented in Fig. 2 (left). Our current implementation of this
framework is as follows (see Fig. 2 (right)): first, a pair of
stereoscopic images is grabbed. A sparse disparity map
is then computed. The ”v-disparity” image is build and
global surfaces are extracted. The position of obstacles
on the road surface are then deduced. This algorithm is
detailed in the next part of this section.

3.2 Modeling of the stereo sensor

The two image planes of the stereo sensor are supposed
to belong merely to the same plane and are at the same
height above the road (see Fig. 1). This camera geometry
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Figure 2:Framework (left) and exemple of implemen-
tation (right) of the ”v-disparity” algorithm.

means that the epipolar lines are parallel.

In what follows we will need to perform positioning in
three coordinate systems shown in Fig. 1:Ra (absolute),
Rcr (right camera) andRcl (left camera).Ra is the road
coordinate system.

The other parameters on the figure are as follows:

� � : is the angle between the optical axis of the cam-
eras and the horizontal,

� h : is the height of the cameras above the ground,

� b : is the distance between the cameras (i.e. the
stereoscopic base).

In the camera coordinate system, the position of a point
in the image plane is given by its coordinates(u; v). The
image coordinates of the projection of the optical center
will be denoted by(u0; v0), assumed to be at the center of
the image. The intrinsic parameters of the camera aref
(the focal length of the lens),tu andtv (the size of pixels
in u andv). We also use�u = f=tu and�v = f=tv. With
the cameras in current use we can make the following ap-
proximation:�u � �v = �.
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Using the pin-hole camera model, a projection on the im-
age plane of a point (X,Y,Z) inRa is expressed by:(

u = �u
X
Z
+ u0

v = �v
Y
Z
+ v0

(1)

On the basis of Fig. 1, the transformation from the ab-
solute coordinate system to the camera coordinate sys-
tem is achieved by the combination of a vector translation
~t = �h~Y + "i

b
2
~X (with "i = �1 in Rcl or 1 in Rcr), and

a rotation around~X by an angle of��. LetTi denote the
translation matrix,R the rotation matrix andD i = RTi.
In homogeneous coordinates, the different transformation
matrices are therefore:

Ti =

0
B@

1 0 0 �"i
b
2

0 1 0 h

0 0 1 0
0 0 0 1

1
CA (2)

R =

0
B@

1 0 0 0
0 cos � � sin � 0
0 sin � cos � 0
0 0 0 1

1
CA (3)

wherei is equal tor; l (right or left).

It is necessary to perform a perspective projection in order
to express fully the coordinates of the points in the image
plane coordinate system. The perspective projection ma-
trix Mproj is expressed as follows:

Mproj =

 
�u 0 uo 0
0 �v vo 0
0 0 1 0

!
(4)

Finally, we obtain the matrix of transformationTri from
the absolute coordinate systemRa to the image coordi-
nate systemi (i is equal tol or r):

Tri = MprojDi (5)

If P is a point with homogeneous coordinates
(X;Y; Z; 1)T in Ra, its homogeneous coordinates
in the image coordinate systemi are:

p = TriP = (x; y; z)T (6)

We can then compute the non-homogeneous(u; v) coor-
dinates ofP as: (

u = x
z

v = y

z

(7)

3.3 Modeling of the road

In what follows we will consider that the road is modeled
as an horizontal plane with equationY = 0.

3.4 Modeling of the obstacles

In what follows we will consider that any obstacle is char-
acterised by a vertivcal plane with equationZ = d.

Thus, all planes of interest can be characterised by a single
equation:Z = aY + d.

3.5 The image of planes of interest in the ”v-
disparity” image

Let P be a point with coordinates(X;Y; Z; 1)T in Ra.
From system (7), the ordinate of the projection of this
point on the left or right image isvl = vr = v :

v =
[v0 sin � + � cos �](Y + h) + [v0 cos � � � sin �]Z

(Y + h) sin � + Z cos �
(8)

Moreover, the disparity� of the pointP is:

� = ul � ur =
�b

(Y + h) sin � + Z cos �
(9)

From (8) and (9), the plane with the equationZ = aY +d
in Ra is projected along the straight line of equation (10)
in the ”v-disparity” image:

�M =
b

ah� d
(v�v0)(a cos �+sin �)+

b

ah� d
�(a sin ��cos �)

(10)
N.B: whena = 0 in equation (10), we have the equation for the
projection of the vertical plane with the equationZ = d:

�M =
b

d
(v0 � v) sin � +

b

d
� cos � (11)
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Whena ! 1, we have the equation of the projection of the
horizontal plane with the equationY = 0:

�M =
b

h
(v � v0) cos � +

b

h
� sin � (12)

3.6 ”V-disparity” image construction

Figure 3: Construction of the grey level ”v-disparity”
image from the disparity map. All the pixels from the
disparity map are accumulated along scanning lines.

We suppose that a disparity mapI� has been computed from
the stereo image pair. For example, this map is computed with
respect to the epipolar geometry; the primitives used are hori-
zontal local maxima of the gradient; matching is local and based
on normalized correlation (in order to be more robust to global
illumination changes) around the local maxima.

Let H be the function of the image variableI� such that
H(I�) = Iv�. We call Iv� as the ”v-disparity” image.H
accumulates the points with the same disparity that occur on a
given image linei. For the image linei, the abscissauM of a
point M in Iv� corresponds to the disparity�M and its grey
level iM to the number of points with the same disparity�M on
the linei : iM =

P
P2I�

ÆvP ;iÆ�P;�M whereÆi;j denotes the
Kronecker delta (see Fig. 3).

OnceI� has been computed,Iv� is built by accumulating the
pixels of same disparity inI� along the~v axis.

3.7 Robust determination of the plane of
the road

With the mean values used for the parameters of the stereo sen-
sor, the plane of the road is projected inIv� as a straight line
with mean slope0:70. The longitudinal profile of the road is

therefore a straight line inIv�. Robust detection of this straight
line can be achieved by applying a robust 2D processing toIv�.
In our application we use a Hough transform, the bounds of
Hough space depending on the extreme values ofh and� that
are tolerated.

When the road is not planar, the longitudinal profile of the road
can also be estimated. The method used is described in details
in [1].

3.8 Robust determination of the obstacle lo-
cation

With the mean values used for the parameters of the stereo sen-
sor, the plane of an obstacle is projected inIv� as a straight
line nearly vertical. Thus we just have to extract vertical straight
lines in Iv� in order to extract obstacles. In this purpose, we
build an histogram that accumulates all the grey values of the
pixels for each column of theIv� image and then we search for
maxima in this histogram.

It is then possible to compute the ordinate of the contact point
between the obstacle and the road surface. The distanceD be-
tween the vehicle and the obstacle then given by:

D =
b(� cos � � (vr � v0 ) sin �)

�
(13)

wherevr is the ordinate of the road-obstacle contact point in the
image.

3.9 Theoretical good properties of the algo-
rithm

It should be noticed that the algorithm is able to detect any kind
of obstacles since the detection is generic. Furthermore, all the
information in the disparity mapI� is exploited and the accumu-
lation performed increases the density of the alignments inIv�.
Any matching errors that occur whenI� is computed cause few
problems as the probability that the points involved will generate
coincidental alignments inIv� is low. As a matter of fact, the
algorithm is able to perform accurate detection even in the event
of a lot of noise or matching errors, and when there is only a few
correct matches or a few amount of correct data in the images:
in particular in night condition when the majority of the pixels
are very dark. Finaly, the algorithm works whatever the robust
process used for computing the disparity map or for processing
the ”v-disparity” image.
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Figure 4:The five obstacles used for evaluation of dis-
tance computation accuracy, located at 5 meters from
the vehicle (see text).

4 DETECTION OF VARIOUS
TYPES OF OBSTACLES IN
NIGHT CONDITION

Five types of obstacles are used for the evaluation of the dis-
tance computation accuracy and for the confidence value com-
putation in night condition: a 1.70 m high pedestrian, a 1.70 m
high cyclist, a 1.50 m high vehicle, a fallen motorbike, and a
0:70 � 0:40 � 0:40 m box. Every obstacle is positioned along
the axis of the vehicle, at the following distances : 3 m, 5 m,
10 m, 15 m, 20 m, 25 m, 30 m, 35 m, 40 m. Fig. 4 shows a
stereoscopic pair of each obstacle in night condition at 5 meters
from the stereoscopic sensor. The images are very dark because

the exposure time is low.

For each obstacle at every distance, a disparity map is computed
(each pixel with horizontal gradient above3 is taken into ac-
count). Then, the ”v-disparity” image is computed, the obstacle
is detected, the road plane is evaluated, the road-obstacle con-
tact point is computed and its distance from the stereo sensor is
computed from (13). It should be noted that the markings of the
road and the structures located on the road surface are hardly
visible because the images are dark. As a matter of fact, in some
cases it is difficult to evaluate the road plane geometry. If it is
the case, the straight line corresponding to the road is approxi-
mated thanks to the knowledge of the geometric features of the
stereo sensor (cf. Section2), using the equation (12).

Fig. 5 and 6 show the distance computation results. Since the
disparity precision is currently one pixel, the two theoretical
curves that define the theoretical range (upper and lower) of the
distance evaluation are drawn on the figure. Concerning this the-
oretical range, the maximum difference between the reference
distance and the computed one is0:7% at3 m and14% at40 m.
It should be noted that the actual computed distance values are
mostly in the theoretical range. The out-of-range values concern
distances less than20 m, where the plane characterisation of the
obstacles is not precise enough; it is also the case of the cyclist:
indeed it is positionned so that the reference distance measures
the wheel position whereas the algorithm measured the back of
the cyclist position, which is more visible in the images. How-
ever, the error between the reference distance and the computed
distance does not exceed7%. Other stereo systems has been ex-
perimentaly evaluted in [3], [4] and [5]. Qualitative evaluation
in night condition has been carried out for this last algorithm.

The confidence value is computed by adding all the ”v-
disparity” grey values for pixels belonging to the same obstacle.
In order to avoid any false detection, an obstacle is considered
to be detected only if the confidence value is above a threshold
set to 20 in our system.

Fig. 7 and 8 show the confidence value results for all the obsta-
cles. This confidence value increases the higher is the obstacle,
when the obstacles distance decreases, and when the number of
non-vertical edges of the obstacles increases. It should be no-
ticed that the confidence value of the box (respectively the mo-
torbike and the cyclist) is under 20 when the distance is above
20 m (respectively 30 m). This is mainly because the height of
the box and the motorbike is low and because they are out of the
ligthning area of the car when their distance increase. Concern-
ing the cyclist, it is because the number of non-vertical edges in
the images is lower than the one of the other obstacles.
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Evaluation of distance computation for dif ferent obstacles at various distances
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Figure 5:Distance computation accuracy.

Evaluation of distance computation for different obstacles at various distances

0
5

10
15
20
25
30
35
40
45

0 10 20 30 40 50
Reference distance (m)

M
ea

su
re

d
 d

is
ta

n
ce

 (
m

)

box

fallen motorbike

lower range

upper range

Figure 6:Distance computation accuracy.

5 DETECTION UNDER AD-
VERSE CONDITIONS

The system has been tested intensively under adverse metero-
logic conditions (rain in night condition). Experiments show
that the system is merely affected by such conditions. In fact,
the results are exactly the same at night whatever is the weather
(rainy or not rainy). This is because the rain does not have any
effect on the images at the windscreen level when there is no
light. The only effect is a mirror effect on the road surface. How-
ever this mirror effect does not affect in any manner our system
since we look for obstacles above the road surface and since the
artefacts caused by the mirror effect are localised under the road
in the ”v-disparity” image (see Fig. 9).

The system has also been tested intensively under various and

Confidence value of the detection for different obstacles at various distances
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adverse meterologic conditions in day condition (glowing ef-
fects due to sun, rain) [2]. Experiments show that the system
is merely affected by such conditions until the obstacle is visi-
ble.

Moreover, experiments of gaussian noise addition and good
matches removal (replaced by randomized false matches) in the
disparity map show that the ”v-disparity” algorithm goes on
working efficiently even when there is 97% noise addition or
60% good matches removal (see Fig. 10. top: the reference
disparity map and corresponding ”v-disparity” image - middle:
97% gaussian noise addition - bottom: 60% good matches re-
moval) for a vehicle located at20 m, in night and rainy condi-
tion. In both cases, relevant information can still be extracted
and the obstacle detection process is efficient. These experi-
ments do not represent perfectly the real noise that can affect
the disparity map (which is more likely to be correlated noise)
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Figure 9:The ”v-disparity” image for a vehicle located
at 20 m in night and rainy condition. There is a mirror
effect under the straigth line of the road which does
not affect our algorithm since obstacles are researched
above the road surface.

but gives an idea about the robustness of the algorithm. These
experiments confirm the ones carried out in day condition [2].

For all the experiments, the tests and the evaluations carried out,
computation time does not exceed 40 ms using aPIII 733
GHz PC computer. It should be noted that the computation
time is even shorter than the one observed in day condition [2].
This is mainly because there is fewer information in the images
in night condition (the images are very dark and the environe-
ment is hardly visible). As a matter of fact, there are less pixels
to match and the matching process is faster.

6 FUTURE WORKS AND CON-
CLUSION

This paper has presented an experimental evaluation of the ”v-
disparity” algorithm for obstacle detection in night condition.
The experimental results confirm the theoretical good properties
of the ”v-disparity” algorithm [1]. Distance computation accu-
racy and confidence have been evaluated. Robustness to noise
and adverse conditions has been stressed. Thus, the presented
experiments show that stereovision can be used as an efficient
perception process for obstacles detection, in night condition

Figure 10:Top: the original right image of a vehicle at
20 m. Bottom: robustness towards gaussian noise and
false matches in the disparity map (see text). Relevant
information can still be extracted.
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using CCD cameras, as long as the obstacles are in the light-
ing area of the car. However the obtained images are very dark.
Additionnal tests using an higher exposure time should be car-
ried out. It would be also interesting to evaluate the algorithm
performance using CMOS cameras whose dynamic is far higher.
The stereo system will be tested as the perception process of an
emergency braking and collision avoidance system, in both day
and night condition. Future work will also be concerned with
the use of the algorithm in a multi-sensors perception applica-
tion featuring stereovision, laser-scanner and radar data fusion.
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