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ABSTRACT 
 
The advent of new crash prevention technologies 
has made it necessary to develop new 
methodologies capable of estimating safety 
benefits before they are introduced in the market.  
This paper describes the development of one 
such empirically based methodology for 
estimating safety benefits.  
 
The developed methodology uses detailed 
engineering descriptions of the crash prevention 
system performance, in conjunction with a 
universal description of crash causal factors and 
resulting relevant crash types.  This study also 
establishes objective tests to evaluate systems; a 
brake-assist system is used to describe the 
process. 
 
Crash data files such as the General Estimate 
System (GES) and the Fatality Analysis 
Reporting System (FARS) are used to develop 
Measures of Performance (MOP) and are used as 
the basis for objective tests.  Naturalistic driving 
data are used to estimate Exposure Ratio and to 
refine elements of the objective tests.  Finally 
data from the objective tests are used to estimate 
benefits of the crash prevention system. 
 
The process developed here has not been applied 
to a specific system. For that reason a 
hypothetical system is used as an example to 
demonstrate the data processing required to 
convert test outcomes to number of crashes that 
would be prevented.  A generic brake-assist 
system is used as an example.  This hypothetical 
example suggests that such a system could 
prevent 50% of rear-end crashes in which the 
following vehicle brakes to avoid crashing into a 
decelerating lead vehicle. 
 
The new process developed here has not been 
applied at this time. Challenges that will arise 
during application are not addressed in detail in 
this paper. 

INTRODUCTION 
 
In 2004, more than 10 million drivers were 
involved in a police-reported-crash.  Each of 
these crashes began with a critical event, defined 
as a causal factor of the crash.  The drivers who 
were confronted with these events responded by 
braking, steering or both; or by taking no action.  
The distribution of critical events and driver 
responses from the 2004 GES 1 are shown in 
Tables 1 and 2, respectively.  It is the 
combination of critical event and driver response 
that occasionally (one crash for every 450,000 
miles of travel) results in a crash.   
 
A basic foundation for assessments of crash 
avoidance systems is the distribution of these 
critical events for each crash related vehicle and 
driver responses associated with crashes.  

 
Table 1 

Distribution of critical events for all vehicles 
involved in crashes (rounded to nearest 

thousands) 

Critical Event Total 
Subject vehicle loss of control 671,000 
Action by subject vehicle 3,082,000 
Action by another vehicle in subject 

vehicle‘s lane 
4,114,000 

Encroachment by another vehicle in 
subject vehicle’s lane 

2,510,000 

Pedestrian and other non-motorist 113,000 
Object or animal 455,000 
Total 10,945,000 
 
The complete timeline of the chain of events for 
each vehicle in the GES file (critical event, 
driver response, first harmful event) is 
summarized in Table 3.  This Universal 
Description provides a high-level, but complete, 
picture of each vehicle experience. A focused 
analysis of the underlying details of the 
Universal Description provides a solid 
foundation for developing test procedures and 
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estimating benefits for either crashworthiness or 
crash avoidance systems. 

Table 2. 
Distribution of avoidance maneuvers for all 

vehicles involved in crashes (rounded to 
nearest thousands) 

Avoidance maneuver Total 

No maneuver 7,684,000

Braking 1,753,000

Steering 1,220,000

Braking and steering 221,000

Accelerating/Others 67,000

Total 10,945,000

   
This paper is derived from the report “A Process 
for Estimating Safety Benefits for Pre-
production Driver Assistance Systems”2. 
This paper summarizes sections from this 
reference that address the basic process, the 
benefits estimation process, objective tests and 
conversion from Measure of Performance to 
Measure of Effectiveness. The latter section 
includes an example of assessment of a 
hypothetical Brake-Assist system. 
 

THE BASIC PROCESS 
 
The methodology for estimating the expected 
effectiveness of driver assistance systems before 
they are brought to the market combines the 
statistical descriptions from representative data 
files (both crash files and naturalistic driving 
files) and the engineering description of system 
performance.  For each system that is studied, 
there will be a series of activities.  The diagram 
in Figure 1 depicts this process. Each of the 
rectangles in this diagram represents an activity 
and each parallelogram represents an output. The 
overall process begins with the identification of a 
candidate system or technology.  This is the 
leftmost rectangle in the diagram.  The 
intermediate steps or activities create a database 
that is then used in the final activity to estimate 
the safety benefits (reductions in the number of 
crashes, injuries and fatalities)  
As the sequence of activities progresses it may 
be beneficial to use output from an activity as a 
basis for revisiting an earlier activity.  
  
 

 

 
 
 

Figure 1. Process for assessing the safety impact of driver assistance systems. 
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Table 3. 
Universal Description: Showing the Pre-Crash Critical Event, Crash Avoidance Maneuver, and 

type of crash for each crash-related vehicle. (Imputed values from GES 2004) (rounded to 
nearest thousands) 

Critical Event 

                        First 
Harmful  

                         Event 
 
Avoidance Maneuver 

Non-
Collision 

Collision 
with non-
fixed object 

Collision 
with fixed 
object 

Total 

No maneuver 99,000 54,000 262,000 415,000 

Braking 22,000 46,000 71,000 139,000 

Steering 38,000 16,000 47,000 101,000 

Braking and steering 5,000 2,000 7,000 14,000 

Accelerating/Others 0 0 2,000 2,000 

Subject vehicle loss 
of control  
  
   
  

Total 164,000 118,000 389,000 671,000 
No maneuver 25,000 2,284,000 195,000 2,504,000 

Braking 6,000 215,000 44,000 265,000 

Steering 64,000 109,000 89,000 262,000 

Braking and steering 3,000 12,000 7,000 22,000 

Accelerating/Others 1,000 26,000 2,000 29,000 

Action by subject 
vehicle  
   
  

Total 99,000 2,646,000 337,000 3,082,000 
No maneuver 2,000 3,064,000 1,000 3,067,000 

Braking 3,000 721,000 6,000 730,000 

Steering 7,000 199,000 18,000 224,000 

Braking and steering 2,000 64,000 6,000 72,000 

Accelerating/Others 0 21,000 0 21,000 

Action by another 
vehicle in subject 
vehicle’s lane  
  
   

Total 14,000 4,069,000 31,000 4,114,000 
No maneuver 3,000 1,413,000 1,000 1,417,000 

Braking 7,000 482,000 6,000 495,000 

Steering 21,000 395,000 79,000 495,000 

Braking and steering 4,000 80,000 6,000 90,000 

Accelerating/Others 1,000 11,000 1,000 13,000 

Encroachment by 
another in subject 
vehicle’s lane  
   

Total 36,000 2,381,000 93,000 2,510,000 
No maneuver 0 60,000 0 60,000 

Braking 0 30,000 0 30,000 

Steering 0 12,000 1,000 13,000 

Braking and steering 0 7,000 2,000 9,000 

Accelerating/Others 0 1,000 0 1,000 

Pedestrian and other 
non-motorist 
  
   

Total 0 110,000 3,000 113,000 
No maneuver 2,000 217,000 2,000 221,000 

Braking 1,000 91,000 2,000 94,000 

Steering 13,000 70,000 42,000 125,000 

Braking and steering 0 11,000 3,000 14,000 

Accelerating/Others 0 1,000 0 1,000 

Object or animal  
 

Total 17,000 390,000 48,000 455,000 
Grand Total   330,000 9,716,000 899,000 10,945,000 

 
 Activity 1.  Describe the system design and 
performance 

 
The output of the Countermeasure System 
Design activity is a detailed engineering 

description of the system and its 
performance.  The performance description 
from this activity is the starting point for the 
remainder of the process.   
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Activity 2.  Analyze GES and other crash data 
files 

 
In this activity, variables and data elements 
from GES and other files, based on the 
performance description from Activity 1, are 
identified.  The analyses in this activity 
begin with the complete description of the 
crash events shown in Table 3, and includes 
defining the relevant crash problem size. 

 
Activity 3.  Analyze real-world data such as 
naturalistic driving and field operational tests.  

 
In this activity, data from naturalistic driving 
studies are analyzed to determine the level 
of exposure of critical events.  The level of 
exposure from naturalistic driving data 
complements the results from analysis of the 
crash data files.  These results are used for 
refining test conditions and for providing the 
baseline for estimating any reduction in 
exposure rate that are provided by the 
system.  As seen in the next section on the 
benefits estimation process, the exposure 
ratio is a key component of the benefits 
estimation process 

 
Activity 4.  Develop Relationships between 
Measures of Performance and Measures of 
Effectiveness. 

 
The underlying principle of a crash 
avoidance system is that it assists the driver 
in avoiding crashes that would otherwise 
occur.  This principle is intimately 
intertwined with driver crash avoidance 
performance, and the concept that for each 
situation that a driver faces, this 
performance determines whether or not a 
crash occurs.  The corollary is that the 
purpose of a crash avoidance system is to 
assist the driver in a way that improves the 
likelihood of successfully avoiding a crash 
in situations that may lead to a crash. 
The linkage between Measures of 
Performance (MOPs) and Measures of 
Effectiveness (MOEs) is the embodiment of 
the corollary, i.e. the relationship between 
MOPs from objective tests and MOEs 
quantifies how the system will assist the 
driver in a way that improves crash 
avoidance performance.   
 
The basic MOEs, as summarized in the next 
section are the Exposure Ratio and the 

Prevention Ratio3.  The Exposure Ratio is 
the ratio between rate of exposure (the rate 
at which drivers encounter a specific risky 
situation) with the system and the rate of 
exposure to the same situation without the 
system.  Similarly, the Prevention Ratio is 
the ratio between the probability of having a 
crash in the specific situation with the 
system and the probability of having a crash 
without the system in the same specific 
situation.  A major link in the benefits 
estimation process is the connection of 
objective test results to estimates of 
Prevention Ratio or Exposure Ratio.   

 
Activity 5.  Develop Appropriate Objective Tests 

 
In this activity, test conditions for the system 
are developed.  This activity is tightly 
coupled with Activity 2; and in practice, 
these two activities will probably be done 
simultaneously. 
 

Activity 6.  Perform tests 
 
In this activity, the tests developed in 
Activity 5 will be performed.  These tests 
will be run on test tracks, driving simulators 
or in other laboratory environments.  The 
outcomes from these tests will include the 
Measures of Performance that are identified 
in Activity 4. 

 
Activity 7.  Analyze results from tests and 
estimate benefits 

 
The final stage of the process is the 
Estimation of Benefits activity.  In this 
activity, the calculation process is combined 
with the problem size from Activity 2 and 
results of analyses and tests in Activities 4 
and 6 to obtain estimates of the safety 
impact of the system. 

 
BENEFITS ESTIMATION PROCESS 
 
The central step in the process for estimating 
safety benefits is the actual calculation of 
estimated benefits.  This step combines results 
from the objective tests with crash data 
(example. GES) and other data to produce the 
estimates.  Although there are many 
formulations, they all are based on the 
fundamental definition of benefits4: 
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WWO NNB −=    (1) 

Where, 
B = benefits, (can be number of crashes, 
number of fatalities, “harm,” or other such 
measures.) 
Nwo = value of this measure, (for example, 
number of crashes) that occurs without the 
system. 
Nw = value of the measure with the system 
fully deployed. 

 
The value of Nwo is usually known from crash 
data files, but Nw is not known for pre-production 
or early-production systems.  Thus, it is 
necessary to estimate the effectiveness of a 
countermeasure and combine it with the known 
value of Nwo, as shown in the following 
equation5: 
 

SENB WO ×=     (2) 

 Where, 
 SE = effectiveness of the system  
 Nwo = size of the problem. 
 
An extension of this idea is that the overall 
benefits consist of the benefits in a number of 
specific situations 
 

∑∑ ×== iWOii ENBB   (3) 

Where, 
“i” = individual situations. 
Ei = effectiveness of the system in reducing 
the number of crashes in a specific crash-
related situation  
Nwoi = baseline number of crashes in 
individual situation “i”. 
Bi = the benefits in each of the individual 
situations. 

 
From expressions (2) and (3), system 
effectiveness can be written as: 
 

WO

iWOi

N

EN
SE ∑ ×

=    (4) 

Many advanced technology systems change the 
rate of exposure to situations.  To accommodate 
this feature of crash avoidance systems, the 
expression for effectiveness can be separated 
into the effect on preventing the situation and the 
effect on preventing a crash when the situation 
occurs.  In this form, the expression for 
effectiveness is written as: 
 

( )iii PRERE ×−= 1    (5) 

Where, 
ERi = Exposure Ratio for the specific 
situation “i”. 
PRi = Prevention Ratio for the specific 
situation “i”. 

 
The expression for system effectiveness then is: 
 

( )
WO

iiWOi

N

PRERN
SE ∑ ×−×

=
1

 (6) 

The purpose of the analysis of crash data files 
and objective tests is to generate the input values 
for the terms in these effectiveness expressions. 
 
OBJECTIVE TESTS 
 
There are two aspects to the development of 
objective tests.  The first is the use of crash data 
to establish the basic test conditions.  This is 
accomplished as part of Activity 2.  An example 
of this step is provided in a companion paper at 
this conference6.  The second aspect, the test 
protocol itself, is discussed here. 
 
The purpose of each objective test is to provide 
data that can be used to estimate safety benefits 
for the system.  The tests must not only be 
objective but they must also reflect the 
variability of driver performance.  The following 
outline of seven test procedures describes how 
both of these objectives can be met. 
 
• The basic dynamic conditions of the 
objective tests (such as speeds, headway, lead 
vehicle deceleration, etc.) will be developed in 
the preceding tasks.   
 
• Each test will consist of a series of test runs 
on an appropriate test track (or driving 
simulator).   
 
• The first subset of test runs will be 
performed with the system inactive and will 
utilize a sample of volunteer drivers.  A total of 
16 drivers will be recruited for each test.  For 
each test, one male and one female 
representative will be used from the age groups 
defined in NHTSA’s 2003 Traffic Safety Facts7 
as shown in Table 4. 
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Table 4. 
Choice of 16 test subjects based on age/sex 

categories from Traffic Safety Facts. 

 
• During each test run in the first subset, the 
vehicle will be controlled by the volunteer driver 
and details of vehicle movements and driver 
responses will be recorded in detail. 
 
• The second subset of test runs will be 
identical to the first, except that the system will 
be active and the vehicle will be controlled by an 
automatic controller 
 
• During each test run in the second subset, 
the vehicle motion control inputs will be 
provided by an automatic controller that is 
programmed to repeat the performance of each 
of the volunteer drivers in the first subset.  The 
controller will faithfully replicate the input from 
each of the drivers in the first subset of test runs. 
 
• Data that is adequate for use in estimating 
benefits will be collected during each test run.  
 
CONVERSION FROM MEASURES OF 
PERFORMANCE TO MEASURES OF 
EFFECTIVENESS  
 
Conversion from Measures of Performance, 
obtained from the objective tests, to Measures of 
Effectiveness is a key element in assessing the 
safety impact of a crash avoidance system.  This 
is the bridge between the quantitative description 

of safety performance that is obtained from 
objective tests described and calculation of 
benefits. 
 
The purpose of each objective test is to provide 
data that can be used to estimate safety benefits 
for the system.  The formulations for estimating 
benefits are summarized in the earlier section of 
this paper 
 
The following six steps are necessary for 
mapping the results of objective tests into 
estimates of the Prevention Ratio.  A similar 
discussion for Exposure Ratio is not included in 
this paper. 
 
1. Determine the distribution of baseline driver 

performance (e.g. time of initiation of 
response and level of effort of response) 
without the system from the first subset of 
test runs. 

2. Convert these descriptions of driver 
performance to intermediate measures that 
are relevant to estimation of effectiveness, 
such as the Estimated Closest Approach8,9 
(ECA).  The ECA, as the name suggests, is 
an approximation of how close to each other 
the two vehicles come during the event.  A 
positive value of the ECA means that there 
was room to spare, and that there was not a 
crash during the event.   

3. Determine the distribution of “equivalent” 
driver performance with the system from the 
second subset of tests.  

4. Convert these descriptions of driver 
performance to intermediate measures that 
are relevant to estimation of effectiveness, 
such as the Estimated Closest Approach. 

5. Use these intermediate measures to estimate 
the probability of a crash, a basic measure of 
effectiveness 

6. Combine the probabilities of a crash to 
compute the Prevention Ratio and estimate 
benefits. 

 
In the following example, a hypothetical brake-
assist system is analyzed as a means of 
amplifying the description of these steps.    
 
For this example, consider a generic “brake-
assist” system.  For purposes of this example, the 
system is described by the following four 
characteristics: 
 
Activation criteria--- The brake-assist system 

will be activated if the driver the applies 

AGE Sex 
Percent of drivers in 

GES 

M 10.1 
16-20 

F 7.3 

M 6.4 
21-24 

F 4.5 

M 12.0 
25-34 

F 8.6 

M 11.2 
35-44 

F 8.0 

M 9.0 
45-54 

F 6.0 

M 5.2 
55-64 

F 3.3 

M 3.4 
65-74 

F 2.0 

M 1.7 
>74 

F 1.3 
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brake pedal at a rate greater than a panic 
brake threshold  

 
Time of activation--- The brake-assist system 

will begin to adjust the braking at the instant 
the brake rate is greater than the threshold.  

 
Level of braking--- The brake-assist system will 

produce maximum deceleration for given 
conditions of brake, tire, road and weather. 

 
Duration of activation---The brake-assist system 

will continue to apply maximum possible 
deceleration until the driver releases the 
brake pedal. 

 
The test condition used for this example consists 
of the host vehicle following a lead vehicle at a 
speed of 50 mph (80th percentile from GES) 
with a space between them of 100 ft (this 
corresponds to a time-headway of 1.4 sec).  Once 
this relationship between the two vehicles has 
been established the driver of the lead vehicle 
begins to decelerate at a constant level of 0.35g.  
This is a situation that is manageable by most 
alert drivers, but is also representative of 
situations that produce rear-end crashes.   
 
Although this is a hypothetical example, these 
test conditions are consistent with crash data 
from GES. 
 
As described above, the tests will be run twice; 
once with volunteer drivers and a second time 
with the same driver inputs, but this time 
provided by a programmed controller.  The 
second time also includes intervention by the 
brake-assist system.    
 
The two measures of performance for these tests 
are the time at which host vehicle effective 
braking begins (measured from when the lead-
vehicle begins to decelerate) and the effective 
level of host vehicle deceleration.  The 
combination of these two parameters determines 
whether a crash will be prevented in this 
situation or not.  Values for these two descriptors 
can be shown graphically as in Figure 2. 
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Figure 2. Hypothetical driver performance in 
terms of effective deceleration level and time 
to brake in order to avoid collision with lead 
vehicle, no brake-assist available for the 
subject vehicle. 
 
The location of these descriptors for each driver 
can be compared to the crash/no-crash 
performance boundary for the test situation.  
This boundary is called the Crash Prevention 
Boundary or CPB10.  The CPB delineates the 
region of driver performance that is adequate to 
prevent a crash from the region of performance 
that will not be adequate to prevent a crash.  The 
goal of safe driving is to always perform in a 
manner that places the location of the descriptors 
to the right of the CPB.  The comparison of the 
individual descriptions of performance to the 
CPB for this decelerating lead-vehicle situation 
is shown in Figure 3. In this figure the eleven 
drivers to the right of the boundary did not have 
a crash; and the five drivers to the left of the 
boundary did have a crash. 
 



 
Burgett 8   

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

0 0.2 0.4 0.6 0.8 1 1.2

Effective Deceleration (g) 

T
im

e 
to

 B
ra

ke
 (s

)

CPB 

driver performance
without BA

 
Figure 3.  Comparison of driver performance 
to the Crash Prevention Boundary for 
baseline driving conditions  
 
The distance between the location of the 
performance descriptors and the CPB in Figure 3 
is indicative of the value of the Estimated 
Closest Approach.  The values of performance 
by each baseline driver and the corresponding 
value of Estimated Closest Approach are 
summarized in Table 5.  
 

Table 5. 
Summary of driver performance in baseline 

conditions for decelerating lead vehicle 
example. 

 

Age Sex 
Time to 

Brake (s) 

Effective 
deceleration 

level (g) 

Estimated 
Closest 

Approach (ft) 
M 1.7 0.35 -18 

16-20 
F 1.6 0.5 60 

M 1.8 0.4 4 
21-24 

F 1.8 0.45 28 

M 2 0.38 -21 
25-34 

F 2.1 0.49 21 

M 2.25 0.55 29 
35-44 

F 2.4 0.6 30 

M 3.3 0.46 -78 
45-54 

F 2.6 0.6 16 

M 2.7 0.61 11 
55-64 

F 2.7 0.45 -38 

M 2.9 0.7 13 
65-74 

F 3.1 0.64 -12 

M 3.2 0.9 15 
>74 

F 3.4 0.8 -8 

A similar process is followed for assessing the 
performance of “equivalent” drivers in the tests 
with the brake-assist system active.  During these 
tests, the vehicle is controlled by a programmed 
controller that faithfully reproduces the driver 
actions during the baseline tests.  The effect of 
the brake-assist system is to increase the level of 
braking but to not affect the time at which 
braking begins.  For this hypothetical example, it 
is assumed that the brake-assist system raises the 
effective level of braking to the maximum level 
for the given conditions.  The brake-assist 
system is activated when the brake pedal rate is 
greater than the threshold rate. 
 
For this example the brake-assist system did not 
activate on two occasions as the driver applied 
brake at brake pedal rate less than the threshold.  
This effect is seen in the Figure 4, where the 
performance of the equivalent drivers with 
brake-assist is shown graphically, for this 
situation.  The time of braking for each driver is 
the same, but the level of braking is raised to the 
maximum level 
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Figure 4. Comparison of driver performance 
to the Crash Prevention Boundary for brake-
assist system activated driving conditions. 
 
A summary of “equivalent” driver performance 
with brake-assist is shown in Table 6. 
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Table 6.  
Summary of “equivalent” driver performance 

with the brake-assist system activated for 
decelerating lead vehicle example. 

 
The next step is to convert the values of 
Estimated Closest Approach to estimates of the 
probability of a crash for baseline conditions and 
for equivalent driving with the brake-assist 
system active.  Keeping in mind that each subject 
is a representative of their age and sex, each 
value of Estimated Closest Approach is weighted 
by the appropriate fraction of crash-involved 
drivers as shown in Table 4 and the cumulative 
distributions of Estimated Closest Approach are 
produced for the tests without the brake-assist 
system and for the tests with the brake-assist 
system.  The values of Estimated Closest 
Approach are shown in Tables 5 and 6.  The 
cumulative distributions are shown in Figure 5. 
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Figure 5.  Cumulative distribution of 
Estimated Closest Approach, with and 
without the brake-assist system active. 
 
Noting that positive values of Estimated Closest 
Approach correspond to situations where there 
was not a crash and negative values correspond 
to situations where there was a crash, the fraction 
of each distribution that is negative is the 
probability of a crash in that situation. 
 
For this example, the estimated probability of a 
crash without the brake-assist system (baseline) 
= 0.42 and the probability of crash with brake-
assist activated = 0.21.  Additional replications 
of this process may be necessary to produce 
representative samples and statistically valid 
results. 
 
The estimate of effectiveness for this 
decelerating vehicle scenario is calculated by 
using Expression (5); assuming exposure ratio 
(ER) is equal to one. 
 

5.0
42.0

21.0
11 =−=−=

WO

W

P

P
E   (6) 

Where, 

WOW PPPR =   
Pw = probability of crash with brake-assist 
Pwo = probability of crash without brake-
system. 

 
 
 
 
 

AGE Sex Time to 
Brake (s) 

Effective 
deceleration 

level (g) 

Estimated 
Closest 

Approach 
(ft) 

M 1.7 0.4 19 
16-20 

F 1.6 0.9 104 

M 1.8 0.9 94 
21-24 

F 1.8 0.92 95 

M 2 0.38 -21 
25-34 

F 2.1 0.9 79 

M 2.25 0.95 73 
35-44 

F 2.4 0.93 65 

M 3.3 0.8 -0.2 
45-54 

F 2.6 0.9 52 

M 2.7 0.95 49 
55-64 

F 2.7 0.9 46 

M 2.9 0.93 36 
65-74 

F 3.1 0.92 23 

M 3.2 0.9 15 
>74 

F 3.4 0.93 3 
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It then follows that the estimated benefits of the 
hypothetical brake-assist system for this crash 
type are: 
 

640,8983.0000,2165.0 =××= ⊕⊗B  
 
⊗  Of the total 10,945,000 crashes from 
2004 GES, 1,848,800 (Table 3) had brake 
and brake-and-steer as crash avoidance 
maneuver.  Of these 1,848,800 crashes, 
216,000 were rear-end crashes in which the 
lead vehicle was decelerating. 
⊕  Based on the assumed 50 mph speed for 
this example, 83% of the crashes of 
decelerating lead vehicles are at travel 
speeds of 50mph or less and are included in 
possible benefits.   

 
In summary, this section includes an example of 
a hypothetical brake-assist system, using a test 
procedure that is based on analysis of GES data.  
It is estimated that such a system could eliminate 
50% of the crashes caused by a decelerating lead 
vehicle and in which the following driver brakes 
to avoid a crash. This corresponds to 89,640 
crashes. 
 
CONCLUSIONS 
 
The advent of new crash prevention technologies 
has made it necessary to develop new 
methodologies capable of estimating safety 
benefits before they are introduced in the market.  
This paper describes the development of one 
such empirically based methodology for 
estimating safety benefits.  
 
The developed methodology uses detailed 
engineering descriptions of the crash prevention 
system performance, in conjunction with a 
universal description of crash causal factors and 
resulting relevant crash types.  This study also 
establishes objective tests to evaluate systems; a 
hypothetical brake-assist system is used as an 
example to describe the process. 
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ABSTRACT 

The traffic accident has been one of the first ten 
death factors in Taiwan for past years. The published 
statistical data showed that the number of casualties 
has gradually increased, and indicated that the main 
cause of traffic accident was the negligence by 
drivers, nearly twenty percent of the total amount of 
accidents every year in Taiwan. Many published 
researches about driving safety pointed out that the 
negligence is usually caused by driver’s distraction 
and low level of alertness. In recent year, the 
Collision Warning System (CWS) providing visual, 
tactile and various audio signals to stimulate the 
driver’s sense of hearing for warning purpose has 
been developed to assist drivers for a safe driving. 
Therefore, this study investigated the effect of 
various audio signals in the collision warning system 
on driving performance using a driving simulator. 
The driving performances in perception-reaction time, 
speed and lane-departure amount were recorded. In 
this study the driver encountered a sudden cut-in of 
an event vehicle from an adjacent lane, braking in 
front and speeding up. The design levels were no 
alert, speech and beep sound in the collision warning 
system. Thirty male participants ranging from 20 to 
30 years of age were recruited. The experimental 
results showed that a car with warning system could 
make the driver be on alert earlier and thus reduce 
the perception-reaction time. In addition, the beep 
sound induced a shorter perception-reaction time 
than the speech did. The driver would reduce speed 
when the vehicle equipped with warning system. 
With respect to the amount of lane-departure, the 
data showed that the position deviation was small as 

the driver did not change lane when the emergence 
happened in front.  

INTRODUCTION 

The traffic accident has been one of the first ten 
death factors in Taiwan for past years and the number 
of casualties has gradually increased. The statistical 
data of traffic accident published by National Police 
Agency, Taiwan, indicated the urban, straight road 
was the location inducing the highest accident rate, 
and the main cause of traffic accident was the 
negligence by drivers, nearly twenty percent of the 
total amount of accidents every year. The negligence 
is usually caused by driver’s distraction and low level 
of alertness. Therefore, the vehicle manufacturers 
have developed related safety devices to assist 
drivers for a safe driving. The Collision Warning 
System (CWS) is one of the devices warning the 
driver to take notice of traffic condition for avoiding 
accidents. 
The collision warning systems provides various 
functions to prevent the crashes such as head-on 
collision, side collision, intersection collision and 
side-swipe collision. With various sensors equipped 
around the vehicle the collision warning system 
detects obstacles and gives various signals including 
voice or image at different levels to stimulate the 
driver’s sense of hearing and vision for warning 
purpose. A product of collision warning system 
developed by General Motors Corporation and 
Delphi-Delco Electronics Systems incorporated the 
functionality of both Forward Collision Warning 
(FCW) and Adaptive Cruise Control (ACC). The 
system offered audio and visual warning to the driver 
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and displayed the visual warning signal for various 
levels of the alert on a head-up display [1]. 
Driving simulator (DS) is a very useful tool for pilot 
research and it has been applied in automobile 
industries and related projects for past years. With 
techniques of virtual reality, the DS creates a driving 
environment without threat for drivers. Some 
dangerous, abrupt traffic conditions that used to be 
simulated by real cars are now replaced by the 
driving simulator. The driving simulator has shown 
its great potential to study the influence of collision 
warning system on driving performance. Lee et al. [2] 
examined driver’s response to evaluate the efficacy 
of a Rear-End Collision Avoidance System (RECAS) 
using the Iowa Driving Simulator. The experimental 
results showed that early warnings helped drivers 
react more quickly and reduce more time for drivers 
to release the accelerator than did late warnings or no 
warnings. Suetomi and Niibe [3] conducted the 
experiments to examine how beep sound 
characteristics influenced the driver reaction with a 
moving-base driving simulator, and the results 
validated that driver reaction time became faster 
against the beep sound, which has more than two 
frequency components and has higher repetition 
speed. The influence of the quality of the warning 
sound on the response time was analyzed by Cheng 
et al. [4]. It was indicated that there were statistically 
significant effects of the characteristics of warning 
sound on the brake response time, and that the 
characteristics of warning sound influenced the time 
of situation judgment of the subject was possible. 
Yamada and Wakasugi [5-6] used a driving simulator 
to evaluate the effectiveness of forward obstacles 
collision avoidance support system informing the 
driver of the traffic through the in-vehicle display 
and the roadside message board. To clarify the 
difference of effectiveness of each information type 
the vehicle speed at 100 m ahead the obstacle was 
examined, and the results indicated that the driver 
tended to reduce the vehicle speed to less speed when 
the combined information with in-vehicle and 
roadside information was offered than when the 
single information was offered. 
Because a failure to notice a car in front is the most 
frequent cause of traffic accidents in Taiwan, the 
development of a collision warning system has been 
paid more attention. In this study, a driving simulator 
is applied to investigate the influence of various 
audio signals in the collision warning system on 
driving performance on urban roads in Taiwan.  

EXPERIMENTAL METHODS 

The study employed a driving simulator to access the 
effect of collision warning system in various sound 
contents on driver’s performance. The driving 
equipment, driving scenario, warning system, 
experimental procedure, and data analysis are 
described as follows. 

IOT Driving Simulator 

The driving simulator, developed by the Institute of 
Transportation (IOT) in Taiwan, integrates a physical 
driving cabin, a six degree-of-freedom Stewart 
motion platform, a virtual reality-based visual and 
audio system, a vehicle motion simulation software, 
and a host computer system to simulate a virtual 
environment of urban area road. The driving cabin is 
a real car body mounted on hydraulic Stewart motion 
platform that supplies motion experienced in normal 
acceleration, braking and steering. The visual system 

consists of three screens providing 135° horizontal × 

36.87° vertical field of view and the scene is updated 
at rates between 25 and 35 Hz. The audio system 
provides simulated noises from the engine, road tyres 
and street. Figure 1 shows the configuration of IOT 
driving simulator. 
 

 
Figure 1.  The configuration of IOT driving 
simulator. 

Driving Scenario  

A straight road with intersections in urban area was 
simulated. It was a two-way two-lane road, 3.5 
meters wide in each lane, with 1 meter wide 
pedestrian sidewalks. This road consisted of an 
accelerating section (300 m), an experimental section 
(5100 m), and a braking section (900 m). Eleven 
intersections were located every 400 to 600 meters in 
the experimental section. Event vehicles were 
distributed randomly along the road to avoid 
anticipation of the vehicle by participants. The event 
vehicle was defined as the vehicle which would 
overtake the host vehicle from either right side, cut 
into the lane that used by the host vehicle, brake, and 
then speed up.  

Warning System 

The host vehicle (i.e., driving simulator) was 
equipped with a collision avoidance warning system. 
In case of urgent conditions, such as a driver 
tailgating, cutting in, or violating a traffic signal on 
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the other road at an intersection, the system would 
automatically send out a short voice message, ‘bi-bi’ 
or ‘watch your front’. The participants were told that 
the CWS system would malfunction sometimes; thus, 
the system might not be able to sense emergent 
situations. The warning signal worked when the 
event vehicle cut into the lane that used by the host 
vehicle. The signal tone was a pure tone of 2 KHz 
with 70 dB of sound pressure level. 

Experimental Procedure  

The subjects were first asked to fill in the personal 
information including gender, age, driving 
experience etc. Then, the experimental instructions of 
driving task and operation skill of driving simulator 
were introduced to participants by an assistant. After 
a 10~15 min practice at driving the simulator, the 
formal experiment was conducted. Each participant 
was asked to do his best in keeping a steady speed of 
50 km/h in his own lane. At the end of the 
experiment the participants were de-briefed, paid $10 
(US) and thanked for participation. The period of 
experiment was about 45 minute. 

Data Analysis 

The output of experimental data included system 
time, driving speed, steering wheel angle, normalized 
accelerator and brake position (i.e., scale of pedal 
depression ranging from 0-100 %), driving position, 
status of event vehicle, status of warning system and 
crash information. The data were collected at 30 Hz 
for the analysis of driving performance. Driver 
performance refers to the driver’s perceptual and 
motor skills, or what the driver can do. The ability to 
judge the speed, control the vehicle at that speed, and 
react to hazards are all in the realm of driver 
performance [7]. The measures of driving 
performance were perception-reaction time, 
lane-departure amount and crash. The 
perception-reaction time was measured from the time 
when traffic event was happened to the time when 
driver released the accelerator. The lane-departure 
amount was measured from the time when traffic 
event was happened to the time when the event 
vehicle got away. All statistical analysis was 
conducted using SPSS for Windows (Ver 11.0), with 
significance accepted at p<0.05. 

EXPERIMENTAL RESULTS 

Subjects 

Thirty-three male participants ranging from 20 to 30 
years of age, average age of 23.1, were recruited in 
this study. All participants held a valid driving 
license and had at least one years of driving 
experience. The data from two participants with 
improper driving behavior were deleted as the 

participants simultaneously pedaled accelerator and 
brake while driving. 

Perception-reaction time 

Figure 2 shows the perception-reaction time for 
various audio signals in CWS. The results showed 
that the longest perception-reaction time of 0.99 
second was happened at the condition when the event 
vehicle braked in front without audio signal, i.e. 
CWS out of working. The perception-reaction time at 
the condition of beep sound was 0.79 second, while it 
was 0.82 second at the condition of voice message. 
The perception-reaction time decreased with the 
warning signals, there was a statistical difference 
(F=3.911, df=2, p=0.024) among the three conditions. 
Significant differences were found between null 
signal and beep sound. However, there were no 
significant differences between null signal and 
speech message, and between the two audio signals. 
This indicated that the driver could respond more 
quickly to the emergency in front because of the 
working of CWS.  
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Figure 2.  The perception-reaction time for 
various audio signals in CWS. 

Lane-departure amount  

Figure 3 and 4 show the mean values and standard 
deviations of lane-departure amount for various 
audio signals in CWS. The results indicated that the 
drivers with beep sound CWS showed better 
performance because of less fluctuation in deviation 
value. However, the driving performance with speech 
message in lane-departure amount was not better 
than the performance without warning signal. The 
driving performances in standard deviation of 
lane-departure amount reached statistically 
significant difference among the three CWS 
conditions (F=3.783, df=2, p=0.026), but the 
performances in mean value of lane-departure 
amount did not (F=1.706, df=2, p=0.186). 
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Figure 3.  The mean value of lane-departure 
amount for various audio signals in CWS. 
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Figure 4.  The standard deviation of 
lane-departure amount for various audio signals 
in CWS. 

 

Crash 

Only one collision happened in this study. It was 
because the driver wheeled too much when null 
warning signal, such that the car crashed into the 
vehicles in the next lane.  

DISCUSSION 

With various sensors equipped around the vehicle the 
collision warning system detects obstacles and 
provides various levels and signals to simulate the 
driver’s sense of hearing and vision and attract his 
attention. The driver would quickly respond to a 
dangerous traffic condition from surrounding 
vehicles after he receives the warning signal, and the 
driver’s response is reflected in his driving 
performances. Driving performances, such as 
perception-reaction time and lane-departure amount, 
are the driver’s abilities of controlling an automobile. 
The driving safety is usually indicated by the level of 
driving performance. For example, the low level of 
performance such as large lane-departure amount 
indicates great danger to the driver because it would 
increase the possibility of crashing into the vehicle 

near by. The driving performance including 
perception-reaction time, average amount of 
lane-departure, standard deviation of lane-departure 
amount, and crash were recorded in this study. 
A straight road with intersections in Taiwan urban 
area was simulated in the study. To understand 
driver’s reaction from the event vehicle braking in 
front. The perception-reaction time was measured 
from the time when the traffic event is happened to 
the time when driver releases the accelerator. The 
experimental results showed that the 
perception-reaction time taken by the driver in the 
condition of CWS with null signal was much longer 
than those in the conditions of CWS with audio 
signals, beep sound and speech message. It indicated 
that the driver could respond more quickly to the 
emergency in front because of the working of CWS 
with audio signals. In addition, the difference in the 
perception-reaction time between with and without 
audio signals was at least 0.2 second. It showed the 
CWS with audio signals could make the driver being 
on alert earlier and thus reduce the reaction time. The 
driving safety would be enhanced in such a condition. 
The perception-reaction time at the condition of beep 
sound was less than that at the condition of voice 
message. It indicated that the driver make a quicker 
response in the condition of beep sound and it can be 
inferred that the beep sound might be the directest 
stimulus to drivers and the speech message might 
take drivers more time to catch the message meaning. 
Besides, it did not reach a statistical difference in the 
perception-reaction time between the conditions of 
null signal and speech message while the difference 
was statistically significant between the conditions of 
null signal and beep sound. The previous published 
literature also showed positive view on CWS. 
Suetomi et al. [8] pointed out the driver’s reaction 
with warning systems was at least 0.5 second less 
than that without warning systems. Lee et al. [2] 
showed the drivers who received a warning released 
the accelerator in only 1.03 seconds, compared with 
1.73 seconds for the condition without collision 
warning device. The result shows that CWS can 
rapidly release accelerator, reduce accident rate and 
impact speed. This study indicated the driving 
performance was improved by CWS with audio 
signals and drivers have the shortest 
perception-reaction time with beep sound warning. 
According to results of lane-departure amount, the 
CWS with beep sound made drivers perform better, 
showing less mean value and deviation. However, the 
CWS with speech message showed a poorer 
performance as compared to drivers’ response with 
CWS out of working. Although no crashing into 
traffic flow in the next lane, it still showed that the 
CWS with speech message made drivers perform 
worse in the control of steering. It might be inferred 
that the speech message interferes with drivers while 
driving. Moreover, this study showed that beep sound 
made drivers perform better in lane-departure amount 
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and perception-reaction time, and the differences 
were statistically significant. 
Published research unanimously pointed out that a 
collision warning system could effectively reduce 
accidents. According to Suetomi’s [8] research, 
around 18.6% of the participants in his study will 
encounter a vehicular accident without a collision 
warning system, while this figure will fall to 2.3% 
with a warning system. However, the accident 
resulting from the braking of the car in front, which 
is designed in this study, can be classified as a less 
emergent accident. Therefore, only one case crashing 
into traffic flow in the next lane.  

CONCLUSIONS 

The influence of various audio signals in the collision 
warning system on driving performance is 
investigated in this study. A beep sound warning 
signal gives the directest stimulus to drivers focusing 
on the vehicle in front of them, and makes drivers 
perform better in steering control. However, a speech 
message does not bring any benefit when the car 
brakes in front, indicating that the beep sound is 
more effective in assisting a driver facing the car 
braking in front and does not give too much 
interference. This study focuses on the age group of 
20 to 30, and thus further studies regarding this topic 
could be conducted in other age groups. 
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ABSTRACT 
 
Recent advances in video technology and image processing 
have heightened the prospect of improving commercial 
vehicle safety by enhancing the ability of the driver to 
perceive and respond safely to surrounding traffic. This paper 
describes the experimental method of an approach for testing 
the indirect viewing requirements, determined from previous 
research, using drivers performing maneuvers on a test track 
course. Various configurations of camera placement, camera 
optical characteristics, and image viewing surfaces were 
implemented for this research. These studies will be 
completed by April 2007. The purpose of this paper, 
therefore, is to present the experimental methodology and 
research protocols that were implemented to develop the 
performance specifications for these indirect viewing 
systems. This research provides the foundation for 
developing enhancements of the video imagery in order to 
implement an all-weather indirect viewing system for 
commercial drivers.  
 
INTRODUCTION 
 
 Camera/video imaging systems (C/VISs) are 
expected to become prevalent in future heavy vehicles.  As a 
result, the National Highway Traffic Safety Administration 
(NHTSA) has contracted with Virginia Tech Transportation 
Institute (VTTI) to develop concepts and specifications for 
these systems and also to test them in realistic environments. 
The purpose of these specifications is to maximize the 
effectiveness of future indirect viewing systems and 
ultimately increase driver awareness of traffic conditions 
around the truck.  An increase in driver awareness is expected 
to result in safer heavy vehicle operations.  

Based on preliminary tests (Wierwille, Spaulding, 
and Hanowski, 2005), six concepts were selected for drivers 
who were naïve to the systems and road tests.  Concepts were 
selected on the basis of importance for the maneuverability 
of a heavy truck and the need for additional information that 

was apparent from the preliminary tests.  The six concepts 
were divided into three groups of two, as follows:  
 
Group 1 
The backing/bobtailing rear view enhancement and the trailer 
wide angle rear multipurpose enhancement, 
 
Group 2 
The left and right merge/re-merge enhancements and the 
trailer look-down enhancement, and, 
 
Group 3 
The left and right convex mirror surrogates and these 
surrogates combined with the left and right west-coast (flat) 
mirror surrogates.  

 
 The groups were arranged so that the tests that each 
driver performed in each group ranged in time between 2 to 4 
hours.  This length of time made it possible for drivers to 
participate without becoming fatigued or losing interest. 
 
METHOD 
 
Participants 
 
 Each group was composed of eight Commercial 
Driver’s License (CDL) qualified drivers (24 in total). There 
was a younger age group, made up of twelve drivers between 
23 and 38 years, and an older age group made up of twelve 
drivers between 52 and 71 years.  Each driver was required 
to have a current CDL and two or more years of experience 
in driving heavy vehicles.  Gender was not considered in 
selection of drivers for the tests. As it turned out only male 
drivers volunteered. 
 
Informed Consent 
 
 The informed consent form was written so that it 
applied to all three experimental groups. 
 
Hardware Configurations 
 
 Generally, the hardware configuration found the 
most desirable for each concept in preliminary tests was used 
in the road tests.  Also, where other modifications were 
recommended based on the preliminary tests, those 
recommendations were also implemented in the on-road 
tests.   
 Three flat-panel monitors were used: sizes 1, 2, and 
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3 as defined in the preliminary tests.  Size 4 monitor used in 
the preliminary tests was found to be difficult to fit at the A-
pillar location and also was less preferred than the size 3 
monitor by the preliminary test drivers.  A description of 
each is presented in Table 1.   
 One bobtailing configuration was tested using a 
1997 Volvo VN series tractor. This tractor has a large 
windshield, which allowed a monitor to be placed at the top 
center without interfering with the driver’s normal driving 
field of view.  All other concepts were tested using a 1994 
Peterbilt model 379 tractor with 48 ft trailer.  Monitors for 
this tractor were placed at the center dash, at the top center of 
the windshield overlapping the area above the windshield, at 
the A-pillars, and on the side headers.  The front headers in 
the two tractors were not used because preliminary tests 
indicated that drivers preferred other monitor locations. 
 
Table 1.  Monitor image sizes to be used in the on-road 
tests. 

Size 
Designation 

Height Width Diagonal 

Size 1 
8.35 cm 
3.29 in 

11.3 cm 
4.45 in 

14.05 cm 
5.53 in 

Size 2 
9.6 cm 
3.78 in 

12.9 cm 
5.08 in 

16.1 cm 
6.33 in 

Size 3 
12.8 cm 
5.04 in 

17 cm 
6.69 in 

21.3 cm 
8.38 in 

Size 4 
15.8 cm 
6.22 in 

21.1 cm 
8.31 in 

26.4 cm 
10.4 in 

 
 For highway tests, a 2001 Saab 9-5 served as a 
confederate (research) automobile.  It was used for several 
maneuvers intended to bring out differences in passing and 
merging performance, to be explained later in this document. 

Instrumentation for the first group of tests was 
installed and checked.  Thereafter, tests were run for the eight 
subjects in the given group.  Once data were collected, the 
instrumentation for the next group of tests was installed and 
checked.  This process continued until all three groups of 
tests were completed. 
 
Order of Conditions 
 
 In all cases, drivers performed tests including a 
baseline for comparison.  For enhancements, (Groups 1 and 
2) the baseline configuration was simply the tractor or 
tractor-trailer without the enhancements.  For surrogates, 
(Group 3) drivers experienced both standard mirrors and the 
corresponding mirror-surrogate C/VISs. (During surrogate 
runs, the mirrors that the surrogates replaced were covered.)  
 Each test group involved baselines combined with 
two C/VIS configurations.  Drivers provided opinion data for 

baselines and for each C/VIS configuration. For each C/VIS 
configuration drivers also provided additional opinion data at 
the end of participation.  These data were used to provide 
information on the receptiveness of the drivers to the C/VIS. 
 Objective measures were taken during each baseline run and 
also during runs in which one or more C/VISs were used.  
Data comparisons were made between baseline and C/VIS 
run measures.  The ordering of conditions always involved 
the presentation of baseline and corresponding C/VIS in 
counterbalanced order.  Additional details in regard to 
counterbalancing are presented in the following sections. 
  
Task A. Highway Driving  
 

Task A included two major subtasks which were 
performed in a highway setting on the Virginia Smart Road 
(a 2.2 mile in each direction closed-course test track facility). 
 The first subtask was the Clearance/Overlap Test.  In this 
test, drivers first determined whether a confederate 
automobile alongside was clear of the rear of the trailer (or 
the tractor in the case of bobtailing).  Immediately thereafter, 
drivers provided an estimate in feet of the amount of 
clearance or overlap (Figure 1). The second major subtask 
involved having the tractor-trailer (or the tractor in the case 
of bobtailing) merge in front of the confederate automobile 
which maintained constant speed.  This test was performed to 
determine differences in merging distances and variations in 
merging distances.  For Group 1 (only) drivers also observed 
the confederate automobile directly behind the Volvo tractor 
in the bobtailing mode and moving away.  When instructed 
by the experimenter, they gave an estimate of distance to the 
confederate automobile.  This test was used so that drivers 
could provide opinion data regarding observation directly to 
the rear. 

Prior to beginning driving, the driver was instructed 
to adjust the seat and mirrors to a comfortable level.  The 
driver was told to perform the instructed tasks just as they 
would occur in a real world driving situation.  Every highway 
driving subtask with a given configuration (baseline or 
C/VIS) was practiced first and then repeated for data 
gathering.  Test procedures were worked out so that all 
practice for a given configuration was accomplished in one 
complete loop of the Smart Road. Data gathering then 
followed with a second complete loop.  It is important to 
note however that different clearance and overlap values 
were used in the practice loop and the data taking loop. 
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Light Vehicle Alongside
With Overlap

Rear of Trailer

 
Figure 1.  Diagram Showing Overlap in the Clearance/ 
Overlap Subtask. 
 
Task B. Low Speed Backing 
 
Parking Subtask.   
 A parking subtask was incorporated in several of the 
tests.  For this subtask, a parked vehicle was used.  This was 
an older automobile in which the engine, transmission, and 
driveshaft had been removed.  Interior components were also 
removed to reduce the mass. The springs were compressed so 
that the parked vehicle had normal curb height at the front 
and rear.  The vehicle had a parking brake automatic 
release/reapply mechanism to minimize coast if it was 
pushed. This subtask used a section of the two-lane road 
(without centerline) as shown in Figure 2.  The driver was 
instructed to back into the right lane, as shown in the figure, 
and to park 5 ft (1.52m) from the parked vehicle.  Final 
position was measured.  In addition, if the parked vehicle was 
pushed, the distance it is pushed was measured. 
 

REAR OF TRAILER

PARKED VEHICLE

 
Figure 2. Parking Subtask. 
  
Loading Dock Backing Subtask.   

An artificial loading dock was constructed as part of 
the backing subtasks associated with the backing maneuvers 
for the tractor-trailer.  The ‘loading dock’ was capable of 
being pushed without damage during contact.  The dock was 
12 ft (3.7 m) wide and had a top height that was 

approximately the same as the trailer floor.  Figure 3 shows a 
different section of the two-lane road used for the loading 
dock backing subtask. Drivers were instructed to stop 1 ft 
(0.305m) away from the dock.  However, if they did strike 
the dock, measurements were made to determine how far the 
dock was pushed. 

For Group 1, in the bobtailing mode, cones were 
used instead of a loading dock.  The reasons for this were 
that the cones were lower and might have been more difficult 
to see, and that drivers seldom approach a loading dock 
while bobtailing.  Drivers were instructed to stop 1 ft (0.305 
m) away from the tips of the cones.  Measurements were 
made of final distance as well as any movement of the cones 
(if struck). 
 

REAR OF TRAILER

MOCK LOADING 
DOCK

 
Figure 3. Loading Dock Subtask. 
  
S-curve Backing Subtask.   

The S-curve backing maneuver was used to 
determine whether or not a complex backing maneuver 
would be affected by the C/VIS being tested.  In this case, 
there was the possibility that a given C/VIS might either 
facilitate or hinder the maneuver.  Figure 4 depicts an 
asphalt area used for the maneuver.  Construction barrels 
were placed so that the maneuver could be accomplished 
with the correct driving technique.  The path laid out by the 
barrels was approximately 2 ft (0.61m) narrower when 
used for the Volvo tractor in the bobtailing mode. 
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TRAILER
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Figure 4. S-curve Backing Subtask. 
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All of the backing subtasks (under Task B) for each 
given configuration (baseline or C/VIS) were performed 
without practice.  In other words, data were gathered during 
the first attempt.  The reasons for not practicing were: (i) the 
backing maneuvers were performed at low speed and were 
similar to maneuvers the drivers normally encountered in 
everyday work (parking and loading dock subtasks) or in 
driver proficiency testing (S-curve subtask); and, (ii) drivers 
were not time-sharing between maintaining control of the 
vehicle on a highway and assessing the location of another 
vehicle (as was the case for Task A).  Thus, the task was not 
considered to be as hazardous.  
 
DGPS Instrumentation of the Tractor-Trailer and 
Confederate Vehicle  
 
 Both the tractor-trailer (with Peterbilt tractor) and 
the confederate automobile (2001 Saab 9-5) used in the tests 
had DGPS (differential global positioning system) capability. 
 The confederate automobile was driven by a confederate 
experimenter.  The data from the two DGPSs were compared 
to obtain distance between the two vehicles at the times of 
merge and to determine whether or not there was clearance 
between the trailer and the confederate vehicle alongside, as 
will be explained in future sections.  In most cases DGPS 
distance measurements were backed up by video available to 
the experimenters on a quad-split screen that allowed the 
estimation of distance.  Thus, the video served as a check and 
as an alternative method of determining distance, if and when 
necessary. 

It should be noted that the DGPS antenna on the 
tractor-trailer was placed at the center-rear of the cab and 
the DGPS antenna on the confederate automobile was on 
the center of the trunk.  Thus, the longitudinal distance 
between antennas at the beginning of merge was large, on 
the order of 70 ft (21.3 m), compared with the lateral 
separation. Consequently, the lateral separation could be 
assumed to be 12 ft (3.66m), or one lane width, without 
introducing appreciable error in calculating longitudinal 
gap or overlap.  To calculate the gap or overlap, the 
resultant obtained from the DGPS and the 12 ft lateral 
offset were used to calculate the longitudinal distance.  
Then, the length from the tractor-trailer antenna to the rear 
of the trailer was subtracted, and the length from front 
bumper of the confederate vehicle to its antenna was 
subtracted.  The result was the gap (for positive values) or 
the overlap (for negative values).  This system was tested 
and found to be accurate to about + or – 2.5 in (6.35 cm).  
In addition to the C/VISs and DGPS, video data on a quad 
split screen were recorded on digital hard drives.   

The video images were also available to the 
experimenters during the runs (but not to the 
driver/subject) as a means of checking that various cameras 

were working properly and as backup in case problems 
occurred with the DGPS.  Three views were used 
throughout all experiments, and a fourth varied with the 
condition.  A camera with a 50 degree field of view was 
mounted at the center of the windshield and provided a 
view of the driver’s face and eyes.  This image was used to 
determine eye glance positions.  Two other cameras 
provided views that were the same as the merge/re-merge 
camera views.  These cameras allowed determination of 
the amount of clearance or overlap, based on video image 
interpretation.  Both the Peterbilt tractor with trailer and 
the Volvo tractor had these cameras.  For the Peterbilt with 
trailer the images served as backup, and for the Volvo 
tractor the images served as the primary means of 
determining clearance or overlap, since the tractor did not 
have DGPS.  The fourth view varied with the particular 
C/VISs being tested and was used simply as a quality 
check.    
 
Group 1:  Tests 
 
Backing/Bobtailing Enhancement 
 

As indicated, the backing/bobtailing (rear-view) 
enhancement was implemented in the Volvo tractor, used in 
the uncoupled mode.  The C/VIS camera was placed behind 
the cab at a height of 10 ft (3.05m) above the road surface.  It 
was aimed so that the top edge of the field of view was 
slightly above the horizon, and the lower edge included the 
rear wheels of the tractor.  The camera (itself) had a 
horizontal field of view of 70 degrees. The monitor (size 2) 
was placed at the top center of the windshield. 

The test scenario involved two aspects: Task A: 
highway driving and Task B: low-speed backing.  The 
highway driving portion consisted of two separate 
components.  The first involved having a confederate vehicle 
maneuver along each side of and behind the tractor.  
Similarly, the second portion involved the tractor merging to 
the right and to the left. The primary reason for performing 
these tests was to obtain opinion data.  (The Volvo tractor 
was not as fully instrumented as the Peterbilt tractor with 
trailer, which was used for all other tests.) 

The low speed backing maneuvers (Task B) 
involved the parking subtask, the backing to cones subtask 
and the S-curve subtask.  Measures obtained included 
completion times and final distances for all three subtasks, as 
well as number barrels (S-curve subtask) or cones displaced.  
The measures were treated in such a way as to provide an 
indication of quality of the corresponding maneuver.   
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Trailer Wide-angle Multipurpose Rear Enhancement 
 
 This multipurpose enhancement was similarly tested 
in both highway driving and in backing, using the Peterbilt 
tractor with trailer.  The C/VIS camera was placed at the top 
center rear of the trailer and had a camera horizontal field of 
view of 102 degrees.  The lower edge of view in the image 
included the rear bumper of the trailer, so that drivers could 
judge distance relative to the rear bumper.  The monitor was 
placed at the upper edge of the tractor windshield (with 
overlap above the windshield) and was size 2.  Although 
image re-mapping in the display was considered potentially 
beneficial, these tests were run without image re-mapping.  
Note that image re-mapping would be desirable because the 
wide angle lens caused distortions in the field of view.  In 
particular, the roadway lines appeared curved without image 
re-mapping.  The idea was that if the tests showed the C/VIS 
to be capable of satisfactory performance, then specifications 
would not need to require image re-mapping. 
 
 The highway driving portion of the scenario 
consisted of three separate but related components.  The first 
component involved having the confederate vehicle approach 
from the rear in the adjacent left lane, the adjacent right lane, 
and in the same lane as the tractor trailer.  The second 
component of the tests consisted of tractor-trailer merges to 
the right and left. This C/VIS was intended to provide helpful 
information for merges.  The DGPSs installed on the tractor-
trailer and on the confederate automobile provided distance 
information that could be used to determine such aspects as 
clearance at merge and uniformity of distance at merge. 
During the “clearance/overlap (no clearance)” tests (Figure 
1), the confederate automobile approached in either the right 
or left adjacent lane.  It then moved into a position in which 
there was some specified amount of lateral overlap with the 
trailer (no clearance) or some lateral clearance with the trailer 
(clearance).  The driver was queried regarding clearance.  
Both the DGPSs and an actual recording of video captured 
the correctness of the driver’s responses. 

For the low-speed backing maneuvers, the routines 
depicted in Figures 2 through 4 were used.  The driver 
performed the parking subtask first (Figure 2), followed by 
the loading dock subtask (Figure 3), and then the S-curve 
subtask (Figure 4). Because the driver backed a trailer 
through the S-curve, the barrels were set to allow greater 
tolerance in backing. 
 
Group 1 Test Order 
 
 Reviewing, two C/VIS enhancements were tested in 
Group 1: the Backing/Bobtailing enhancement (using the 
Volvo tractor), and the Trailer Wide-angle Multipurpose 
Enhancement (using the Peterbilt tractor with trailer).  It was 

deemed desirable to test both enhancements using Task A, 
the Highway Driving scenario, and Task B, the Low Speed 
Backing scenario.  

The test ordering for Group 1 was counterbalanced 
as shown in Table 2.  The Task A tests were counterbalanced 
in terms of baseline and C/VIS runs, and in terms of Task A 
and Task B.  Similarly, the Task B tests were 
counterbalanced in terms of baseline and C/VIS runs, and in 
terms of Task A and Task B.  In addition, for every younger 
driver there was an older driver with exactly the same order 
of presentation. 

It is important to note that all drivers drove the 
Peterbilt tractor with trailer first.  Thereafter, they drove the 
Volvo tractor in the bobtailing mode.  This procedure was 
used so that direct comparisons could be made between the 
Group 1 results and the Group 2 results in regard to tests 
using the Peterbilt tractor with trailer.  By having drivers 
drive the Peterbilt tractor with trailer first, the amount of 
practice for Groups 1 and 2 in regard to the Peterbilt tractor 
with trailer was essentially the same.   

The counterbalancing scheme shown in Table 2 for 
the four conditions was repeated: the first replication used the 
Peterbilt with trailer (for the trailer wide angle multipurpose 
C/VIS tests), and the second used the Volvo tractor (for the 
backing/bobtailing rear view C/VIS tests).  The comparisons 
between Groups 1 and 2 were as follows: the trailer wide-
angle multipurpose rear enhancement could be compared to 
the left and right merge/re-merge enhancements in terms of 
highway performance and the trailer wide-angle multipurpose 
rear enhancement could be compared to the (regular) trailer 
rear look-down enhancement in terms of backing 
performance. 
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Table 2. Presentation orders for Group 1. 

Presentation Order 
Subject 
Number 

Age  
First Second Third Fourth 

1 Y 
Task A, 
Baseline 

Task A, 
C/VIS 

Task B, 
Baseline 

Task B, 
C/VIS 

2 O 
Task A, 
Baseline 

Task A, 
C/VIS 

Task B, 
Baseline 

Task B, 
C/VIS 

3 Y 
Task A, 
C/VIS 

Task A, 
Baseline 

Task B, 
C/VIS 

Task B, 
Baseline 

4 O 
Task A, 
C/VIS 

Task A, 
Baseline 

Task B, 
C/VIS 

Task B, 
Baseline 

5 Y 
Task B, 
Baseline 

Task B, 
C/VIS 

Task A, 
Baseline 

Task A, 
C/VIS 

6 O 
Task B, 
Baseline 

Task B, 
C/VIS 

Task A, 
Baseline 

Task A, 
C/VIS 

7 Y 
Task B, 
C/VIS 

Task B, 
Baseline 

Task A, 
C/VIS 

Task A, 
Baseline 

8 O 
Task B, 
C/VIS 

Task B, 
Baseline 

Task A, 
C/VIS 

Task A, 
Baseline 

 
Group 2:  Tests 
 
Left and Right Merge/Re-Merge Enhancements 
 
 The left and right merge/re-merge enhancements 
included cameras located approximately 5 ft, 10 in (1.78 m) 
above the roadway, looking across the back of the trailer.  
The right merge camera was located at the outer left edge of 
the trailer and was aimed into the right adjacent lane. 
Similarly, the left merge camera was located at the outer right 
edge of the trailer and was aimed into the left adjacent lane.  
The fields of view were 55 degrees, with the edge of the 
image showing the edge of the trailer.  Accordingly, the 
driver could glance into the monitor and determine the 
degree of clearance (if any) with vehicles in the adjacent lane 
prior to performing the merge maneuver.  The size 2 
monitors were located on the left and right headers, more or 
less in line with the outside rear view mirrors.  Thus the 
driver was able to time-share between the mirrors and the 
corresponding monitor.  

The test scenario for these enhancements included 
highway driving only; that is, Task A, because the 
enhancements were not intended for use in backing and 
parking tasks.  In other words, Task B was not performed for 
the left and right merge/re-merge enhancements.  The first set 
of subtasks involved having the confederate vehicle approach 
from the rear in the adjacent left lane and the adjacent right 
lane.  Data taking then involved clearance/overlap decisions. 
 The confederate vehicle maneuvered longitudinally 

alongside the trailer.  When requested by the experimenter, 
the driver indicated whether there was clearance between the 
back of the trailer and the confederate vehicle as well as the 
amount of clearance or overlap in feet.  The second set of 
tasks involved actual merges to the left and right, while the 
confederate vehicle maintained speed.  In this case the driver 
had to increase speed and merge when he or she felt it was 
appropriate to do so.  These tasks provided measures that 
indicated any changes in performance associated with the 
C/VIS as compared with baseline.  Position data were 
gathered from the DGPSs installed on the tractor-trailer and 
on the confederate automobile.  The two enhancement 
camera videos were used as backup in determining clearances 
and estimating distances.  
 
Trailer Rear Look-down Enhancement 
 

The trailer rear look-down enhancement had the 
camera at the rear top center of the trailer 13 ft, 4 in (4.06 m) 
above the road surface.  The camera had a 60 degree 
horizontal field of view.  It was aimed so that the bottom 
edge of the image included the rear edge (bumper) of the 
trailer, thereby allowing drivers to judge distance to objects 
behind the trailer.  The monitor was size 1 and was located at 
the center dash. 

This enhancement was intended for backing and 
parking only.  Therefore, tests were limited to backing and 
parking subtasks (Task B).  First, drivers parked in front of a 
parked car, with instructions to park five feet (1.52 m) away 
from the parked car. Thereafter, they approached the artificial 
loading dock, with instructions to stop 1 ft (0.305 m) from 
the dock.  Measurements were made of final position relative 
to the loading dock and distance the dock had been pushed if 
it was struck.  Lastly, drivers backed through the S-curve.  
Barrels were set so that the S-curve maneuver could be 
accomplished with the correct technique. 
 
Group 2 Test Order   
 

Both Task A (for the merge/re-merge 
enhancements) and Task B (for the trailer rear look-down 
enhancement) in this group had baseline runs, each involving 
the tractor-trailer without enhancements.  However, the 
baselines differed from one another.  Thus, the situation 
except for the C/VISs being tested was identical to the Group 
1 tests. Consequently, the counterbalancing scheme shown in 
Table 2 could be used for the Group 2 tests.  The only 
differences were the driver numbers, which ranged from 9 to 
16, and the fact that the counterbalancing scheme did not 
need to be repeated (as it was in the Group 1 tests).  
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Group 3:  Tests 
 
Convex Mirror Surrogates 
 
 The Group 3 tests consisted of the use of surrogates. 
 Under the “Convex C/VIS” condition, the convex mirrors 
were replaced with surrogates.  The cameras were placed on 
the outer edges of the front fenders and had 45 degree fields 
of view.  The monitors were size 2 and were located at the A-
pillars.  (The preliminary tests indicated that drivers liked this 
surrogate and felt it was actually superior to the convex 
mirrors themselves.)  The scenarios for these tests are 
discussed later in this section. 
 
Convex Mirror Surrogates Combined with West Coast (Flat) 
Mirror Surrogates 

 
Under the “Combined C/VIS” condition, the west 

coast mirror surrogates were added to the convex mirror 
surrogates.  Since the recommendation is likely to be made 
that the west coast surrogates should not be used by 
themselves, it was the combination that had to be tested. (The 
reasoning, as explained earlier, is that the convex mirror 
surrogates perform well and should be used if any surrogates 
are used.)  

For the Combined C/VIS condition the convex 
mirror surrogates were the same as in the Convex C/VIS 
condition.  The west coast surrogates also used cameras 
mounted at the outer edges of the front fenders (there were 
two cameras on each fender).  Image size was matched to 
that provided by the actual west coast mirrors by adjustment 
of the zoom lenses.  Monitors for the west coast surrogates 
were size 3 and were mounted at the A-pillars.  It was 
necessary to stack the two monitors (for the convex and the 
west coast surrogates) at the A-pillars. The stacked monitors 
were mounted in front of the A-pillars. This location was 
decided upon, as explained earlier, because it minimized 
blind spots and was close in angle to the actual mirrors. 

The size 3 monitors (for the west coast mirror 
surrogates) each had a horizontal line on them corresponding 
to a vertical plane projected downward from the rear surface 
of the trailer (onto a flat roadway).  This horizontal line 
indicated the rear end of the trailer (on flat roadway), so that 
drivers could better judge distances relative to the rear end of 
the trailer.  The camera aim was carefully calibrated prior to 
data gathering runs to ensure that the horizontal line indicated 
the end of the trailer on flat roadway.  Note that a 
conventional video system does not provide stereographic 
presentation.  Consequently, distances may be more difficult 
to judge with video.  It was deemed desirable to include the 
horizontal line in the video presentation as a means of 
helping the driver judge distances in the most critical 
situations.  Note also that such a line is not a function of 

driver eye height or other aspects of driver viewing position.  
It is only a function of camera aim and camera field of view, 
both of which were carefully calibrated prior to data 
gathering. 

The cameras were located on the front fenders.  The 
convex mirror cameras had fields of view of 45 degrees. The 
west-coast mirror surrogate cameras had fields of view 
creating the same image size in width as the corresponding 
mirrors themselves, when viewed from the driver’s position. 
As earlier analyses indicated, this meant that the passenger 
side field of view was narrower than the driver’s side field of 
view. 

The cameras were each carefully aimed so that 
when the vehicle was being driven in a straight line the edge 
of the trailer could be seen in the image.  Since the fields of 
view differed for the convex mirror surrogate camera and for 
the west-coast mirror surrogate, the aim points were quite 
different. 

Special camera mounts had to be used.  The mounts 
were cubes of mild steel having substantial mass.  The cubes 
helped to reduce high frequency vibration in the west-coast 
mirror surrogate cameras, which were susceptible because 
they had narrow fields of view.  The cubes were mounted on 
a cross bar that went diagonally down from the cubes to the 
frame of the tractor, where the crossbar was bolted to the 
frame.  It was found that there was simply too much 
vibration in the fenders themselves to mount the west-coast 
mirror surrogates directly to the fenders.  It should be 
mentioned that although the mounts worked adequately, 
additional improvements in mounting intended to minimize 
vibration effects should be considered in future applications. 

 
Scenario for Tasks A and B 
 

The two conditions used identical scenarios and had 
a common baseline.  Consequently, the situation was 
somewhat different from the Group 1 and Group 2 tests.  In 
fact, since there was only one baseline in these tests, there 
were essentially three runs associated with the Group 3 tests, 
all of which had identical scenarios. 

The scenario included both highway and backing 
tasks (both Tasks A and B).  The highway driving portion 
(Task A) was performed as described earlier and included 
both the clearance/overlap subtask and the passing subtask.  
Drivers are often required to perform these using their side 
mirrors.  Therefore, it was considered important to test the 
surrogates for this capability.  The DGPSs installed on the 
trailer and on the confederate vehicle provided distance 
information that could be used to determine such aspects as 
clearance at merge and uniformity of distance at merge.  The 
left and right merge/re-merge enhancement cameras at the 
back of the trailer (for the Group 2 tests) and corresponding 
recorded video (not viewed by the driver) were used as 
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backup in case of DGPS dropout.  
For the backing subtasks, the routines depicted in 

Figures 2 through 4 were again used.  First, drivers parked in 
front of a parked car (Figure 2), with instructions to park five 
feet (1.52 m) away from the parked car.  Thereafter, they 
approached the artificial loading dock, with instructions to 
stop 1 ft (0.305 m) from the dock (Figure 3).  Lastly, drivers 
backed through the S-curve.  Barrels were set so that the S-
curve maneuver could be accomplished with the correct 
technique (Figure 4).  Because the driver backed a trailer 
through the S-curve, the barrels were set to allow greater 
tolerance in backing.  

It should be noted once again that during the 
surrogate tests the corresponding mirrors were covered so 
they could not be used.  For the convex mirror surrogate runs 
the convex side mirrors were covered, and for the convex 
mirror surrogates combined with the west coast mirror 
surrogates all of the side mirrors were covered.  
 
Group 3 Test Order 
 

Counterbalancing for the Group 3 tests involved a 
single baseline and two tests with surrogates, which were 
given the temporary names Convex C/VIS and Combined 
C/VIS as previously described.  Counterbalancing was 
achieved by having the baseline run precede the two C/VIS 
runs for half the drivers, and follow the C/VIS runs for the 
other half.  In addition, the two C/VIS runs were 
counterbalanced.  These considerations have been 
incorporated in the counterbalancing scheme shown in Table 
3.  Using eight drivers, there were four orders for younger 
drivers (17, 19, 21, and 23) and four identical orders for 
older drivers (18, 20, 22, and 24).  In two of the four runs for 
each age group, the baseline preceded the surrogate runs, and 
in the other two runs the baseline followed the surrogate runs. 
 Similarly, the two types of surrogate runs were 
counterbalanced.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 3.  Presentation orders for Group 3. 

Presentation Order Subject 
Number

Age 
Group

First Second Third 

17 Y Baseline 
Convex 
C/VIS 

Combined 
C/VIS 

18 O Baseline 
Convex 
C/VIS 

Combined 
C/VIS 

19 Y 
Convex 
C/VIS 

Combined 
C/VIS 

Baseline 

20 O 
Convex 
C/VIS 

Combined 
C/VIS 

Baseline 

21 Y Baseline 
Combined 
C/VIS 

Convex 
C/VIS 

22 O Baseline 
Combined 
C/VIS 

Convex 
C/VIS 

23 Y 
Combined 
C/VIS 

Convex 
C/VIS 

Baseline 

24 O 
Combined 
C/VIS 

Convex 
C/VIS 

Baseline 

 
 It should be noted that the counterbalancing scheme 
shown in Table 3 does not account for the ordering of Task A 
(highway driving) and Task B (backing), both of which were 
performed by every driver in every condition.  It was only 
possible to perform a partial counterbalance for the Task 
A/Task B ordering.  This was accomplished by having 
drivers 17 through 20 perform Task A first and Task B 
second, and by having drivers 21 through 24 perform Task B 
first and Task A second.   
 
EXPERIMENTAL DESIGN 
 
Independent Variables 
 
 The experiments are quite similar in design, 
particularly for the first two groups of tests.  The four 
corresponding enhancements associated with these two 
groups were analyzed separately. The independent variables 
were 2 age groups (between, with 4 drivers in each age 
group) by 2 C/VIS conditions (within, present vs. absent).   
 For Group 3, the data for the three conditions were 
analyzed together.  Thus, the independent variables were 2 
age groups (between, with 4 drivers in each age group) by 3 
C/VIS conditions (within, absent vs. convex C/VIS vs. 
combined C/VIS).   
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Dependent Variables 
 
 Dependent variables fell into two major groups: 
highway driving variables and backing and parking variables. 
 For highway driving, the following were used where 
appropriate: 

• Distance between the back end of trailer and the 
confederate vehicle at the initiation of merge.   

• Variability (most likely, the variance) of distance at 
the initiation of merge. 

• Number of correct responses to the clearance 
queries. 

• Highway driving-related individual ratings. 
 
For the backing and parking subtasks, the following were 
used where appropriate: 

• Number of cones struck in the S-curve maneuver. 
• Time to complete the S-curve maneuver. 
• S-curve maneuver-related difficulty rating. 
• Loading dock (or cone barrier for the Volvo tractor) 

error in final position. 
• Loading dock push distance (or distance cones are 

moved/pushed for the Volvo tractor). 
• Time to complete the loading dock (or backing to 

cones) maneuver. 
• Loading dock-related (cone backing-related) 

difficulty rating. 
• Error in final parked position. 
• Push distance of parked vehicle. 
• Time to complete parking subtask. 
• Parking subtask-related individual rating. 

 
Statistical Tests 
 
 Parametric and nonparametric statistical tests were 
used.  As is usually the case, parametric tests were run 
wherever appropriate and nonparametric tests were used for 
the remainder of the measures.  There were a few cases 
where parametric tests were considered tenuous.  Under these 
circumstances, both parametric and nonparametric tests were 
used.  In all cases, the main objective of the tests was to 
determine any reliable differences between baseline and the 
corresponding C/VIS related conditions.  Such differences 
show reliable changes in performance or opinion for the 
corresponding C/VISs when compared to baseline.   
Additional aspects of the tests were intended to show which 
variables exhibited differences and also whether age group 
had an effect on the drivers’ performance and opinions. 
 
Rating Scales  
 

Drivers were administered multiple 9 point rating 
scales with 5 descriptor levels.  These ratings were intended 

to provide information on the degree of difficulty in 
performing the various maneuvers and in determining the 
degree of acceptance of the various C/VISs tested.  The 
performance-related scales were designed so that they could 
be applied to either baseline or C/VIS runs.  Other scales 
were used for the C/VISs only to determine the degree of 
acceptance.  

As mentioned the Group 1A tests used the Volvo 
tractor in the uncoupled mode.   The loading dock subtask 
was replaced by the cone-barrier subtask for Group 1-A, and 
the rating scale wording correspondingly was changed.  Also, 
the ratings generally correspond to “tasks” except for the rear 
view rating.  The word “tasks” is used for the drivers because 
they did not know that they were part of a larger group of 
experiments.  Thus, “tasks” in the ratings corresponds to 
“subtasks” in this documentation of the experiment. 
 
CONCLUSIONS 
 
 This research provides the foundation for 
developing camera based indirect viewing systems used in 
the operation of heavy trucks. Resultant performance 
specifications that are compatible with driver requirements 
for operating a heavy truck will be used to form the basis for 
the design of a future all-weather indirect viewing system. An 
improvement in driver awareness of traffic conditions around 
the truck is expected to result in safer heavy vehicle 
operations.  
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ABSTRACT

In this study, we propose a new model to analyze the 
data sensors evolution during different situation 
encountered by the driver. 
This modelling add to the classic Semi Hidden 
Markov Model (HMM) framework a weight feature. 

We then used our modelling to identify the driver's 
aim and the driving situation he's in. 
To assess the capacity of our modelling, we conduct 
an experiment which able us to record 718 driving 
sequences. 
On these sequences, our modelling choice allows us 
to predict the driver's situation with a 85% success 
rate. 
Moreover, this modeling gives some interesting 
results on the organisation of the driving activity. 
These results show the HMM effectiveness to model 
and predict drivers behavior. 

INTRODUCTION

To increase comfort and safety in vehicle, integrate 
communicative  systems  are  developed.  These 
systems could have various objectives and interact 
with  drivers  by  different  manners.  Navigation 
systems, anticollision system, cell phone hand free 
car kit, are example of such systems. 

Nevertheless,  even if  these  systems  often  increase 
security, most  of them don’t take into account the 
driving  situation  when  providing  their  assistance. 
Yet,  trying to help the driver without knowing his 
specific behaviour and the specific situation he’s in, 
bring  the  risk  of  giving  him  an  inadequate 
assistance.  This  could  disturb  him  at  a  critical 
moment [  Bellet&Tattegrain,  2003]. To avoid this, 
the interectation with the driver has to be adapted to 

his own behavior.

Thus, the precense of a sub-sustem able to understand 
the current driving situation and able to manage the 
interaction  with  driver  will  increase  system 
effectiveness. 

The  analysis  of  the  current  driving  situation  could 
now be done using the data  on the vehicle dynamics 
and on the driver's actions collected at each moment 
on the vehicle via the CAN bus1.

Nevertheless,  in  order  to  categorized  the  driver's 
current  situation,  every  system  need  to  compare  a 
data temporal series with a library of driving situation 
modeling and then select the most adequate.

Unfortunately, modeling these data is complex. They 
are  in  large  number,noisy  ,  time-related  and  are 
changing according  to  the  driver,  the  moment,  and 
the environment characteristics.

Thus,  to  model  the  data  recorded  during  driving 
situation,  various  modeling  were  used  like  linear 
system [weir & Chao 2005], statisticals techniques or 
neural network [Peltier 1993].

More  recently  the  Hidden Markov  Model  (HMM), 
previously used in  the voice  recognition field,  was 
also adapt to model the driving data evolution. These 
researchs  ([Forbes  &  al,  1995]  [Pentland  &  Liu, 
1999])  show that  this  modeling  seems adequate  to 
understand, model and predict driver’s behaviour.

Indeed,  a  modelling applied on the driver behavior 
data has to process multi-dimentionnal and temporal 
data.  Moreover,  it  appears  that  to  be  effective  a 
modelling has to intergrate 3 characteristics.

1 Controler Area Network : data bus, develop by 
Bosh in the 80's, for the serial communication in 
the vehicle, was ISO-normalised. Now it's 
commonly used in car to easily access to vehicle 
data.
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1. Existence of efficient algorithms to estimate  
the modelling parameters:  Although, some 
authors  point  out  that  methods  based  on 
expert rules give interesting results in both 
terms of prediction, and behavior analysis, 
these  methods  are  built  upon  the  visual 
analysis  of  the  data  and the  definition  of 
relevant  criteria.  They  required  a  long 
process  of  analysis  and  error/success 
[Bellet  &  al  2004].  So,  due  to  the  large 
amount  of  data  and  their  complexity,  an 
automatic  learning  process  is  necessary.  

2. a real-time adequation criteria of new data 
set to a model : In order to help the driver 
in a secure way, the situation he's in has to 
be quickly categorized. 

3. the modeling interpretation : Due to the 
large diversity of driving situations, the 
record of a few set of example during an 
experimentation can be biased by 
uncontrollable factors ( weathers, traffic 
...).
The presence of these factors could bring 
“noise” and change normally recorded data 
in these situations. Thus, when a modelling 
is build on this data, we need an expert 
point of view to valid /infirm his capacity 
to be a general modelling. 
Indeed, in [Pribe 1999] authors show that 
neural network give good results. 
Nevertheless, the recognition rate was low 
for some specific situations. As this 
modelling is like a “ black blox”, 
understanding mistakes was difficult and so 
was the improvement of the modelling.
Thus, in order to have this expert point of 
view, the modelling has to be interpretable 
in term of driving activity.

The HMM has these 3 characteristics which makes it 
usefull to model the data on driver behavior.

1. Baum-Welch  adapted  the  Expectation-
Maximization  learning  algorithm  to  this 
framework  [Baum  &  Eagon,  1967].  This 
algorithm  can  determine  the  models 
parameters  that  locally  maximize  the log-
likelihood of the data. 

2. The Forward algorithms could determine in 
real time the adequation between a data set 
and a modelling [Oliver & Pentland, 2000].

3. Kumagai  et  al  used  the  simplicity  of  the 

Hidden Markov Modelling  to  interpret  the 
structure  in  term of  driving  activity.  They 
show that the HMM give information on the 
succession  of  driver's  actions  and  state 
regarding a particular situation [ Kumagai et 
al, 2003].  

Using  these  characteristics,  previous  studies  using 
this modeling obtained satystifaying results.

However, they used complex sensors and analyzed a 
small panel of driving situations.Nevertheless, to be 
usefull a categorization system has to be able to use 
basic sensors and to analyse a large panel of driving 
situations. 

To fullfill these objectives, in this paper, we will first 
define a driving situation as a period of driving time 
where the driver has the same tactical objective (turn, 
overtake,...).  It's  characterized  by  the  aim  of  the 
driver  ,  the  infrastructure  (round-abound,  straight 
road, intersection,,.. ) and the initial characteristics of 
the situation (initial speed, position on road).

Thus,  we  aim  to  build  a  base  of  driving  situation 
modeling using HMM. This will allow us to define 
for an unknown sequence of data in which situation it 
may belong.

To achieve these objective, we choose  to make the 
HMM more adapted to the driving data analysis  by 
integrating characteristic  issued from knowledge on 
driving behavior.

Thus  we  develop  a  specific  modeling,  the  Weight 
Semi  Hidden Markov Model  (WSHMM) based on 
the HMM framework.

Moreover  as  we  study  a  large  panel  of  driving 
situations, some situations seems very closes in terms 
of driver behavior regarding the sensors used. 

To manage with this problem, we have to develop a 
new technic to manage with the promixity between 
different situations.

To expose  this  research,  this  paper  is  organized as 
follows. In the first part, after a short presentation of 
the HMM formalism, we will present here the studies 
on  this  framework,  in  the  field  of  transportation, 
which  we considered  to  be  the most  relevant.  The 
second  section  defines  the  WSHMM  and  the 
algorithm  developped.  In  the  third  part,  we  will 
expose the experimentation made. Finally,  we will 
present and discuss our results.
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1 HIDDEN MARKOV MODEL

presentation

The Hidden Markov Model (HMM) is a stochastic 
signal  modelling.  It  aims  to  model  discrete  or 
continuous  multidimensionnal  signal  by  a  random 
process. 

This framework supposed that the signal evolution 
can be considered as  the evolution of  2 processes 
( illustration  1). The first one is the visible signal, 
like what we can recorded from the sensors. It's said 
to be the visible process, named Y. Its value depends 
on another process. This second process S is why we 
can see that on the first process at each moment. Its 
values are not directly observable but can be derived 
from the  analysis  of  Y.  This  process  is  generally 
evolving  state  by  state  i   (  i∈[1: N ] and

N ∈[1:ℕ] )  and  fit  the  classic  Markov 
constraints [Rabinner, 1989].

For each state "i", the relation between Y and S is a 
probabilistic  one  defined  by  a  density  function  gi 

( figure 1).

This  modelling  is  classically  defined  by  3 
parameters.

● pij =P(S(t)=i  /  S(t-1)=j)  i , j∈[1: N ]  
(the probability that S is in state "i" at time 
"t" knowing that E is in "j" at time "t-1".

● i i∈[1 : N ]  :the  probability that  S 
is in state "i" at time "t" knowing that E is 
in "j" at time "t-1".

● i i∈[1 : N ] :  the  density  function 
attached to each state "i"

figure 1: classical representaiton of Hidden Markov 
Model

The  model  structure  allow  to  it  process  temporal 
and multi-dimensionnal data in a large amount.

These  qualities  were  first  successfully  used  in  the 
field of voice recognition. In this field, the invisible 
process was phoneme and the visible one the vocal 
signal.Using  the  vocal  signal,  word  said  could  be 
precisely diagnosted.

It's  now  used  in  various  applications  like  gene 
research , eye tracking or driver behavior recognition.

Hidden Markov Model and driver behavior

Indeed,  for  the  driver  behavior  recognition,  this 
model appears to be adapted.

From a theoretical point of view, some authors show 
that  the  driver  behavior  in  a  situation  could  be 
divided  into  several  phases  linked  in  a  logical 
manner.  For  example  Salcucci  propose  to  describe 
the  overtaking  by  different  typical  phases:  "weak 
acceleration", "lane changing", "strong acceleration", 
"straight and fast driving", "return on previous lane", 
"deceleration"[Salvucci & Liu, 1999] .

These phases could be modelled as the state of the 
invisible  process.  The  value  of  the  visible  process 
would  be  what  we  can  record  on  these  phases: 
activity of the driver (pedals and steering values) and 
vehicle dynamics (speed, acceleration).

Kumagai  et  al  shows that  HMM could be  used  to 
interpret  driving activity as  a succession of phases. 
Indeed,  they were  interested  in  the  potentially 
dangerous situations on the arrival at crossroads, by 
predicting  the  following  actions  of  the  driver 
[Kumagai, 2003].  To do that,  they used a detection 
model  of  the  stopping  sequence.  An  important 
concern  of  the  paper  of  Kumagai  et  al.,  is  "the 
topology interpretation of the model, in terms of the 
states,  as  well  as  the  level  of  the  states  of  the 
transitions". Although this interpretation is due to the 
simplicity  of  the  variables  used  (the  speed  and 
braking), it convinced us even more of the advantage 
of using HMM to understand driving activity.

This  link  between  HMM  framework  and  driving 
activity  partially  explains  the  good  results  of  this 
modeling  to  categorize  in  real  time  the  driver's 
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behavior  (  [Kumagai,  2003],[  Oliver  &  Pentland, 
2000], [Pentland, 1999]).

The  research  made  by  Pentland  and  Liu  is 
significant  of  this  fact.  Indeed,  using  HMM, 
Pentland  and  Liu  modeled  diversified  situations 
(stop at  the  next  intersection,  turn left  at  the next 
intersection,  turn  right  at  the  next  intersection, 
change  lane,  over-take  car,  go  straight)  under  the 
simulator,  (Liu  et  Pentland,  1999).  They  assumed 
that  the  human  driving  strategy  on  the  vehicle  is 
different  according  to  the  states  of  the  driving 
activity. For example, they divided the lane change 
into six successive stages: (1) center the car on the 
initial lane, (2) look if the opposite lane is free, (3) 
initiate the change of direction, (4) change of lane, 
(5) end of the change, and (6) center the car in the 
new  lane.  With  each  stage,  a  Kalman  Filter  was 
associated,  and  each  sequence  was  modeled  by  a 
HMM whose  input  parameters  were  the  adequacy 
criteria with each filter. They showed that this model 
had significant results. Indeed, 1.5 seconds after the 
beginning of the situation, the recognition was 95%. 
This research thus showed that when using HMM, 
we could quickly predict the driver's aim in a given 
infrastructure.

The  previous  work on  the  driver  behavior 
modelisation using HMM encouraged us to proceed 
in this way by keeping in mind the three following 
limitations:

• All  the  sensors  used  in  these  study aren't 
available  in  most  of  the  vehicles 
(eyetracking,  lateral  positioning  sensors)  . 
So using the modeling in real application is 
not an easy. Moreover, it's difficult to know 
if  the results  came from the  use  of  high-
performance  sensors  or  from  a  good 
modeling.

• Most  of  the  authors  select  only  few 
situations to compare.  As it  exists  a great 
number of driving situation, their results are 
biased  by  this  short  view  of  the  driving 
activity.  So,  in  order  to  understand  the 
difference between driving situations and to 
build  efficient  diagnostic  module,  it's 
important  to model the maximum number 
of driving situations.

• Will  the speed and rate  of  recognition be 
great enough to be useful in the assistance 
system?  It  could  be  unusable  if  5%  of 
confusion includes critical situations.

In order to resolve these three limits, we suppose that 
using driving expert knowledge to develop a specific 
HMM will increase  modeling efficiency.

Indeed,  preliminary  researches  shows  that  driving 
activity has two important particularities.

1.  From a  psychological  point  of  view,  the 
driving activity could be divided into phases 
[Bellet,1998].  Moreover  experiences  show 
that these phases are relatively stable.  We 
choose to model this kind of constraint. In 
order  to  integrate  this  important 
characteristic,  we  will  use  Semi  Hidden 
Markov Model [Rabinner, 1989].

This modeling is an extension of the HMM 
framework which allow  to precisely model 
the time spent in each state. Moreover, we 
suppose that  time spend in each state must  
be superior to 1 seconde. 

2. According to situations,  some sensors may 
bring  more  information  than  others 
[Salvucci  &  Liu,  2002].  For  example,  to 
model  a  “Turn  left”,  the  steering  wheel 
seems more important than the speed of the 
vehicle.  So,  we  were  conducted  to  use  a 
weight  concept  on  the  variable.   To 
implement  this  specificity  we  develop  a 
specific  modeling  the  weight  Hidden 
Markov Model. 

This modeling allows us to define for each 
situation and for each state,  what variables 
are the most relevant.  

To  solve  the  limits  of  previous  experiment,  we 
choose to integrate theses 2 particularities in a HMM. 
So, we develop a specific modeling the Weight Semi 
Hidden Markov Model  (WSHMM).  This  modeling 
integrate the capacity of specifically model the time 
spent in each state and the weight feature which is 
important  to define the important variables for each 
state.
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2 WEIGHT SEMI HIDDEN MARKOV MODEL

To  improve  the  efficiency  of  the  Markov  model, 
some  authors  propose  various  extensions.  These 
extensions are usually constraints fixed on the model 
and chosen using some specific  knowledge on the 
studied phenomena [Pal & Hu, 2001].

Voice  recognition studies  brings a  lot  of  new and 
specific modellings. For example, Factorial Hidden 
Markov  Model  and  Hierarchic  Hidden  Markov 
Model are designed to model the different language 
level [Fine & al, 2001] and Coupled Hidden Markov 
Model is designed to integrate different information 
sources [Oliver, 2000].

An  easy  way to  insert  specific  knowledge  on  the 
HMM is to model explicitly the time spent in each 
state. The Semi-HMM were designed to that purpose 
[Rabinner, 1989].

In all cases, all the dimensions of the studied process 
have the same influence on the hidden process.

Nevertheless,  this hypothesis  is  often unwarranted. 
To our knowledge, except Heiga et al [Heiga & al, 
2004], no study introduce the concept of weight on 
the dimension of Y.

These  authors  were  focused  on  the  events  union 
Y t

r=y t
r   each weighted by a factor “ c j , r “, 

with r the rnth  dimension of y.  The density function 
associated with each state i is then defined as :

 g  yt | S t= j =g j  y=∑
r=1

R

c j , r gr , j yr  , 

with  ∑
r =1

R

c j ,r=1  and  R=dim(y).  They 

established  reestimation  formula  for  this  specific 
density function.

Definition 

In  this  paper,  we propose to apply the concept  of 
weight on the events intersection Y t

r=y t
r  . 

So,  we introduce  c j , r   for  j=[1:K]  and r=[1:R] 
,with R the dimension of y, and 

g j  y=∏
r=1

R

[ g j , r y r] c j, r with∏
r=1

R

c j , r=1 . (1)

y r  is the rneth dimension of y. 

c j ,r is the weight associate to the rneth  dimension for 
the jnth .

and g j , r a  Gaussian  density  with  parameters 
[m j ,r ,  j , r ] .

So an HMM with such a density function has these 
parameters ={ , p ,m , ,c } . 

Algorithmes

To be useful, an Hidden Markov Model has to have 
at least 3 problems solved [Rabinner1989].

a) estimation  of  the  probability  of  an 
observation

b) estimation  of  the  hidden  state  s1...T  who 
most probably generated y1...T

c) model parameters estimation.

For the 2 first  problems, classic  solutions could be 
found in [Rabinner, 1989] by replacing g i  by (1).

For  the  problem  of  determining  the  model 
parameters, we used the E-M algorithm [Dempster & 
al, 1977].  This algorithms was adapt by Baum and 
Welch to the particular case of HMM, and consist of 
an  reestimation  process  of  the  model  parameters. 
This process converges to a local  optimum of data 
likelihood [Rabinner, 1989].

Thus, using theses results, we  algorithmically  solve 
the  3  classics  problems  and  make  this  modeling 
usable to analyse driving activity [Dapzol, 2006].

3 EXPERIMENTATION

To assess our model, we conduct an experimentation 
which aims to record behaviour data on various real 
driving situations.  We choose to  study the specific 
effect of infrastructure and driver's aim on behaviour. 
So, we fixe other factors which could influence the 
activity.

The  5  subjects  were  chosen  in  order  to  have  a 
homogeneous  population  in  term  of  age  and 
experience  of  driving  (about  40  years  old  and 
experiment drivers).

The  instruction  was  to  drive  naturally  (overtake  if 
they feel it necessary; go to the speed they want…). 
Furthermore, in order to interfere less than possible, 
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the driving direction were given as soon as possible. 

In the same way, the duration of the experiment was 
about only 1h ( depending on trafic ) in order to  the 
driver tiredness didn’t change his behaviour. At last, 
the  experiment  took  place  only  when the  weather 
was sunny and the visibilty satisfaying.

Subjects had to drive in predetermined urban course. 
This course was situated in town and motorway and 
was  chosen  to  include  various  driving  situations 
(intersection  and  turn  left,  round  abound  and  go 
straight….). 

We  use  the  experimental  vehicle  MARGO  which 
allows us to record data : 

● from the driver (clutch, accelerator, steering 
wheel, …),

● from  the  vehicle  (speed  and  longitudinal 
acceleration),

● from  the  environment  (the  front  and  the 
back scene were recorded on a video).

Software  developed  in  LESCOT  allows  us  to 
synchronize, visualize, and analyze these data. With 
this we defined driving sequences by a period where 
the driver has a homogeneous tactical aim and we 
characterized theses sequences by

• the urban context (town, motorway…)

• the initial speed,

• the infrastructure,

• the aim of the driver (as categorised from 
an expert view),

• the different events which occurred in the 
sequence  –  pedestrian  crossing  the  street, 
car overtaking the driver –

 

In  this way, 1209 driving sequences were defined, 
interpreted  and  characterized  by  those  previous 
factors.  The  average  sequences length  is  about  15 
seconds. Of course each of them was associated with 
sensors evolution data.

Then, we defined “driving situation” as a group of 
sequences  homogeneous in  term of  urban context, 
infrastructure,  aim  of  the  driver,  and  the  initial 
speed.

Unfortunately,  some  external  events  change  the 
normal organization of the driver’s action (activity 

of another vehicle, change of light when crossing an 
intersection...).  So  firstly,  to  model  the  driver’s 
action,  we  just  keep  sequences  without  external 
events  (718 sequences) . 

To allow the constitution of a group of test sequences 
and of learning sequences for each situation, we keep 
only situations with more than 5 sequences. 

We then have 36 situations respecting in accordance 
with this criteria ( turn-left at medium speed in an X 
intersection , overtake at low speed in a straight line 
...)

In each situation, we have 19,5 sequences on average 
(see [Dapzol, 2006] for more details).

We will now use these data to implement and test our 
modelling.

4 RESULTS 

In this section, we will present results obtained using 
our  new  model,  and  a  method  we  developed  to 
manage the diversity of driving situations.

Model Implementation Method and Partitions 
Definition

We associated each of the 36 driving situations with a 
WSHMM which has d as parameters.

Each  of  these  driving  situations  d ∈[1 : 36] was 
also associated with a set of recorded data sequences
{ SDd ,q , q∈[1 : N d ]} ,  with  Nd   the  number  of 

sequences for the situation d. These sequences were 
divided in two groups: the learning one with  N d

L  
sequences (126 sequences in total) and the test one 
with N d

T  sequences (592 sequences in total).

Using the reestimation formulas presented in (2), we 
computed for each WSHMM the optimal parameter 
of each modeling (the matrix of transition, the matrix 
of weight and the different parameters of the normal 
distribution of each state).

To  optimize  the  number  of  state  and the  topology 
( the differnent link between states), we use topology 
learning algorithms and expert validation which are 
presented in [Dapzol, 2006].
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Although  we  optimized  each  model  parameters, 
driving  situations  are  sometimes  very  similar.  For 
example, depending on the driver and on collected 
data, the behavior while turning in a T intersection 
and  turning  in  an  X  intersection  often  seems  the 
same.

So, in order to avoid confusion, we choose to group 
some situations and to define different partitions of 
all the situations.  As models can be very different in 
term of topology and learning sequence number, we 
developed a specific method. 

This technique is based on a probabilistic distance 
between  situation  and  hierarchic  ascending 
classification ([Dapzol, 2006]).

So, we considered firstly every situation separately. 
Then  we  computed  the  distance  between  each  of 
them. 

To computed the distance between 2 situations, we 
chose  the  pseudo-distance  defined  by  Nechyba  & 
Xu for the HMM [ Nechyba & Xu, 1998]. 

M 1 ,M 2=1− P SA1| M 2P SA2| M 1
P SA1| M 1 P SA2 | M 2

 

With SAi the learning sequence associated with Mi 

and if Mi correspond to more than one situation

 
P SA |M = min

k ∈[1:m ]
P SA |M k 

. 

This  distance  has  the  advantage  to  evaluate  the 
proximity between models with different dimensions 
by  computing  the  model  likelihood  regarding  the 
learning sequence associated to each one.

The  process  consist  in  considering  firstly  all  the 
modelling  then  computing   Mi ,M j
∀ i , j=[1:36] .When  this  distance  is 

computed, the 2 closest situations are grouped. Then 
we  process  iteratively.   is  re-calculated  on  the 
new partition; and another, the 2 closest partition are 
grouped. This process is done until one group stayed 
( figure 2).

At each step, we computed 2 rates: 

• The  global  rate  equals  to  the  number  of 
sequences  well  recognized  divided  by 
number of sequences for all situation.

• The  normed  rate  equals  to  the  mean  of 
recognition rate for each situation

The evolution  analysis  of  these  2  rates  shows that 
between the 10th and the 17th grouping the 2 rates are 
closed.  So  at  this  time,  errors  are  uniformly 
dispatched  between  situations.  Before  the  10th 

grouping, some situations are badly recognized ( like 
changing  lane  ).  They  make  the  normed  rate 
decrease. After the 17th grouping, these situations are 
grouped and then recognized. The normed rate goes 
higher than the global rate.

Moreover,  at  the  10th and  18th grouping,  a  break 
appears  in  the  rate  evolution.  Thus,  we  define  2 
partitions of the total number of situations.

• a large  partition  which is  composed of  26 
groups  of  situations  (  the  recognition  rate 
here is 75.35%)

In  this  partition,  the  situations  grouped  are  those 
close  regarding  the  infrastructure.  For  example, 
situation  in  a  « T  intersection »  and  in  a  « X 
intersection »with  the  same  objective  are  grouped. 
The type of sensors used and the proximity between 
behavior in these two infrastructures bring confusions 
between situations. To avoid this, another sensors are 
required like eye tracker or gps.

• a medium partition which is composed of 18 
groups of  situations,  (  the  recognition rate 
here is 87.88%)

In  this  partition,  situations  with  a  large  panel  of 
possible  behaviors  are  grouped  together.  For 
example,  the situation « changing lane » correspond 
to  many  different  behaviors.  It's  confused  with 
« follow  lane  in  light  curve ».  Here  too,  another 
sensors  could  help  us  to  decrease  the  number  of 
confusions. Moreover, to build a robuster modeling, 
situations  with  heteregenous  behavior  could  be 
divided  into  different  one  in  order  to  have  « one 
situation one type of behavior ».

Another  partition  seems  important.  The  first  one 
where  the  recognition  rate  goes  further  than  90%. 
This partition is formed after the 24th grouping and is 
composed of 12 groups of situations ( the recognition 
rate here is 90,53%).
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figure 2: hierarchic classification process to 
group driving situations. 
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Test

We tested  our  modelling  effectiveness  on  these  3 
partitions using 2 criteria “off line diagnostic” and 
“on line diagnostic”.

For  each  SCd , q of  the  592  sequences  (

d ∈[1 :36] , q∈[1 : N d
T ] ) in our test base and for 

each  modelling  d ∈[1 :36] ,  we  calculate  the 
probability that  the sequence is own by the situation 
“d” P SCd * , q |d  .

A sequence own by the situation d* is  recognized 
when the most probable situation is d * .

P SCd * , q |d = max
d ∈[1 :36]

P SCd ,q |d .

Moreover,  using the Forward-Backward algorithm, 
for every time t0,  we calculate the probability that 
the sequence is recognized before t0.

At  last,  for  a  group  of  situation,  we  said  that  a 
sequence own by the situation d0 is recognised when 
the most  probable  situation  is  in  the  group of  the 
situation d0.

This comparison was made on all the test-sequences.

Moreover,  to  point  out  the  real  utility  of  our 
modeling  specifity,  we  test  different  kind  of 
modeling (  HMM, Semi-HMM, and Weight  Semi 
HMM).

“off line diagnostic”
The first criteria is evaluated on all the data of each 
test sequence (figure 4). This criterion is useful to test 
if  the  modelling  was  able  to  discriminate  different 
patern for each situation.

In  future,  the  possibility  of  using  this  "off  line" 
modelling  criteria  could  be  used  to  label  data 
automatically. 

The  next  chart  shows  the  recognition  rate  for  the 
different partitions and for different modelling types.

The integration of the two features in the proposed 
modelling appears important to make a diagnostic on 
the small and the intermediate partition. For the large 
partition,  some  of  the  driving  situations  are  very 
close. So the learning process converged to a weight 
matrix very close too. The weight concept can’t be 
useful in this case.

On the contrary, the WSHMM seems more effective 
than the HMM for the small partition (91% vs 88%) 
and a lot more for the intermediate partition (88% vs 
80%).

These results confirm our choices in our modelling. 
Indeed,  if  a  small  number  of  situations  could  be 
classify  using  HMM,  a  large  number  of  situations 
brings a supplementary complexity. The integration 
of specific features matched with the driving activity 
characteristics  (weight,  time modelling)  could be  a 
solution to this problem.

Finally with less complex sensors, and a number of 
situations increased, we are closed from the previous 
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figure 4 : In order to determine the recognition rate 
« off line », all the data of each sequence are used to 

make the categorization

Illustration  3: likelihood evolution according to a data 
set and a collection of modeling

Toutes les données sont utilisées pour la catégorisation.All the data is used for the categorisation

situation 1

situation 2

Situation 3

Situation 4

time

Log likelihood

Online diagnostic Offline diagnostic

1s 2s



studies ([ Pentland, 2002], [Kumagai, 2003]).

On line diagnostic

We  also  tested  our  modelling  with  a  second 
criterion.  The  “online  diagnostic”  was  calculated 
using  only  the  t0 first  seconds  (t0=1,2)  of  each 
sequences (illustration 5). This criterion is useful to 
evaluate  the  model  capacity  to  give  an  earlier 
diagnostic.

In this case, the recognition rate was good (75 % for 
the  intermediate  partition  and for  a  recognition  in 
1second).  The  rate  “online”  2  seconds  after  the 
beginning  after  the  sequences  is  close  to  the  rate 
“offline” (see illustration 6).

 

Moreover, confusion seems not due to a modelling 
problem  but  due  to  an  intrinsinc  difficulty  to 
discriminate  some  situations  in  the  first  seconds. 
Indeed for some situations, the simplicity of the used 
sensors  doesn’t  allow  us  to  predict  the  situation 
earlier. For others, only the analysis of the final state 
of the vehicle could categorize them correctly.

For example, sequences where the driver turn in an 
intersection and sequences where the driver stop are 
badly  recognised  with  only  the  data  of  the  first 
seconds. Only the study of the eye movement could 
improve the recognition rate.

Finally with less complex sensors, and a number of 
situations increased, we are closed from the previous 
studies ([ Pentland, 2002], [Kumagai, 2003])

Results for unusual behavior.

We  also  test  the  capacity  of  the  WSHMM  to 
categorize unusual behavior.

Indeed, in some sequences, the driving situation was 
unusual.  The  difference  could  be  due  to  external 
events  (  unpredictable  obstacle,  unexcepcted 
behavior of another car ) or due to unusual behavior ( 
the driver didn't see the light, the infrastructure,... ). 
Results  for  these  sequences  are  given  in  the  chart 
above. 
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Illustration 5: on ligne diagnostic
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time using WSHMM
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Illustration 8 recognition rate comparison 
between n prototical sequences and unsual 
sequences. The comparision is made a 
posteriori, with all the data of each sequence, or 
with only the first one or two second of data  of 
each sequence.

Although the recognition rate for unusual sequences 
is  less than the one on prototypical  one (  49% of 
sequences  well  recognised  for  the  large  partition 
versus  66  %  for  the  prototypical  ),  it's  still 
satisfaying for the small partition ( the rate is almost 
80%).

The  recognition  rate  difference  between  usual 
sequence and unusual one is approxitavely constant 
and is equals to 15-20%. 

This implies that for a part of unusual sequences the 
change of the driving activty is too important to be 
model  with  the  same  modeling  as  the  one  for 
protoypical one.

Separating out the driving activity

The markovain modelings could give earlier 
diagnositc of the driving activity. Morevorer, it 
appears that this modeling could give information on 
driver behavior in road situations. In fact, this 
formalism is focused on automatically dividing the 
sensors’ evolution into several phases. These phases 
are homogeneous in terms of sensor variability. 
They could be interpretable (see figure 3). The 
interpretation could be done using both the 
parameters of the model and the division of the 
experiment’s sequences. 

The figure 9 shows a situation where the driver 
turned left after at an intersection (figure 4). Here 
the phases automatically learned could be 
interpreted as 1) drive normally 2) see the 
intersection / starting to decelerate 3) steering left 4) 
steering back to normal  5) stabilization : steering 
wheel near to the straight position and speed 

increasing.

This expert interpretation allows us to envisage more 
precise and adaptive assistance systems:  this 
modeling allows us to know precisely which phase of 
the situation the driver is in. Thus, when approaching 
a slow vehicle, if the driver is still in the "normal 
driving" phase, the proposed assistance could be an 
alarm indicating the vehicle in front. Then if the 
driver is in the phase "slow down" but if the braking 
is not sufficient, the assistance could be either an 
alarm, or temporary control of the car. Then once the 
driver is in the stabilization phase, the assistance 
could help to stabilize his speed.

In this example, the driver sees a slow vehicle ahead. 
The various phases learned automatically by the 

software could be interpreted by the expert by mixing 
it with the video and the densities functions of the 
model. In this example, the expertise gained from 
ARCOS (Bellet et al, 2004) could bring us to label 
those phases as:  1) drive alone (to drive normally) 2) 
notice the obstacle (detecting the car ahead) 3) slow 
down 4) regulation (to strongly slow down) 5) 
stabilization (to stabilize his speed) 6) follow-up (to 
drive normally with a stabilized speed behind the 
vehicle).

This expert interpretation allows us to envisage more 
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Illustration 10:  behavior of a driver arriving at 
a slow vehicle (tractor)
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Illustration 9: driver's behavior when turning 
left at intersection  / middle speed
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precise and adaptive assistance systems:  this 
modeling allows us to know precisely which phase 
of the situation the driver is in. Thus, when 
approaching a slow vehicle, if the driver is still in 
the "normal driving" phase, the proposed assistance 
could be an alarm indicating the vehicle in front. 
Then if the driver is in the phase "slow down" but if 
the braking is not sufficient, the assistance could be 
either an alarm, or temporary control of the car. 
Then once the driver is in the stabilization phase, the 
assistance could help to stabilize his speed.

Of course, this separating out is not always 
meaningful. There are many sensors and the driving 
situation often seems too complex to label the 
various stages clearly.

The separation into phases will be more efficient in 
future research because, at the time, all the 
parameters had an equal importance in the modeling 
of each situation. Nevertheless in some situations, it 
was important to know precisely which parameters 
were the most important in each phase of the 
situation. Future research will solve this problem by 
allowing a new type of information: the importance 
of each parameter in each phase.

Conclusion

To manage in a secure way the interaction between 
driver and electronics devices, driver's behavior has 
to be analysed and categorized. This will assure the 
driver  to  have  the  most  adapted 
assistance/information according to his situation. 

In order to categorized the driver current behavior, a 
modelling  of  the  driver's  actions  according  to  a 
specific  situation  had to  be  developped.  This  will 
allows  us  to  underdstand  in  real  time  in  which 
situation the driver is in.

In this study, we propose a new modeling based on 
the HMM framework. To achieve our objectives, we 
extend  the  HMM  to  the  WSHMM  by  using  the 
SHMM and adding a weight feature. Then for this 
modelling, we develop efficient algorithms for both 
the inference, the decoding and the learning process. 

To test our model, we conduct an experiment in real 
conditions which allow us to record various data on 
the driver behaviour.

Finally,  we  assess  our  model  using  two  criteria 
which shows that  comparing with  other  modelling 
type, our modelling choices increase the recognition 
rate.

We  show  that  with  more  situations  analysed  our 
results are closed than those of previous studies.

Furthermore,  the  modelling  proposed  seems  to  be 
adapt to point out the sequential characteristic of the 
driving activity.

From  a  practical  view,  the  weight  feature  and 
algorithms  associated  could  be  used  to  find  which 
variables  are  necessary  to  discriminate  situations. 
This  could  be  used  to  choose  the  right  sensors 
regarding an application.

Nevertheless  to make the system useful  in vehicle, 
recording data and studying more complex situations 
and different types of driver will be necessary.

This  will  have  to  be  done  integration  of  pre-
processing techniques for the variables. At last, even 
if  the mains  study  consider driving as  a  series  of 
independent  driving  sequences,  a  long  term 
dependency  between  sequences  exists.  Integrating 
this  characteristic  will  improve  not  only  the 
recognition  rate  but  also  knowledge  on  driver 
behaviour.

At  last,  nowadays new studies  bring large  flow of 
data.  Now  these  data  are  manually  analysed  and 
divided into several driving situations. Test are now 
in  course  to  use  our  modelling  mixed  with  break-
point  modelling  to  automatically  process  all  these 
data. This will shorter the time spent on the analysis 
and decrease the possible mistakes.
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ABSTRACT 
 
This research takes place in the AIDE1 project [1] 
and is an extension of the INRETS-LESCOT 
previous work done in CEMVOCAS2 project [2]. 
Synthetically, LESCOT objective in AIDE is to 
design and develop a Drivers Availability Estimator 
module (DAE) in charge to assess drivers� ability to 
receive and process information while driving.  
In order to study drivers� level of availability, an 
experiment has been conducted on open road, in 
real driving conditions. This paper will present the 
methodology carried out and the data collected. 
Thirty drivers have participated to this experiment. 
They had to drive an experimental car by using a 
guidance system. They also had to describe visual 
and auditory information displayed by a home 
made device introduced on the car. After driving, 
participants were interviewed in order to collect 
their opinion concerning the message impact on the 
primary driving task.  
This paper will present the method used and the 
main results obtained. Then, we will discuss the 
concept of �availability� according to the driving 
conditions (current road infrastructure, goal 
followed, driving action carried out and event 
occurrences), and we will present the interest and 
the validity of this method for �demanding driving 
situation� classification, witch is the main goal of 
the DAE module diagnosis. 
 
INTRODUCTION: CONTEXT AND 
OBJECTIVES 
 
During the two last decades, the quantity of in-car 
information sources has considerably increased, 
under the combined effect of several phenomenons. 
The first change is due to the development of 
driving aid systems. If, up until now, only a few 
systems are already on the market (e.g. vehicle 
guidance and navigation aid, traffic information 
systems, car status alarms), several technologies are 

                                                 
1 AIDE : Adaptive Integrated Driver-vehicle 
interfacE (6th PCRD Européen Project 2004-2008) 
2 CEMVOCAS : CEntralized Management of 
VOCal interfaces aiming a better Automotive Safety 
(5th PCRD Européen Project 1997-2001) 

now in pre-market phase and/or start to be 
implemented on top-range cars. Even if each of 
these technologies has benefited of an ergonomics 
design in order to support their integration into the 
primary driving task, the increasing number of aid 
functions and the cumulative logic of the systems 
integration in the car (which everyone can install 
him/herself in his/her own vehicle) can nevertheless 
creates several risks. The first one is the risk of 
overloading the driver with information. The 
second one is the risk of inter-messages conflict if 
different pieces of information are delivered 
simultaneously. A centralised management device 
is consequently essential to avoid these risks. 
Another source of information in the car is the 
telephone. With the development of mobile phone 
technology, the telephone has made a massive entry 
into vehicles without anybody really being capable 
of controlling this phenomenon. So, today we are 
witnesses to the introduction of a truly parallel task 
� telephoning � that is liable to enter into conflict 
with the driving task. In this context, it is essential 
to develop a device able to take into account the 
requirements of the driving situation in order to 
manage telephone in �real time�. This is necessary 
both for filtering incoming calls in demanding 
situations, and to assist the driver in a more safety-
conscious management of telephone conversation 
while driving. 
Lastly, the interest in automobiles that is shown by 
information and telecommunications industries at 
present is a sign of a new diversification of 
information sources in the car (e-mails, fax, web 
services and other �office functions�). Here again, 
the easiness of transporting these technologies will 
make them difficult to control (some of them are 
already available on mobile phones). Therefore, it 
would be better to think about a global 
technological solution today, rather than hope to 
solve the problem on purely legislative levels at a 
later date. 
In this context, several problems need to be solved 
in a very short term: how to avoid the driver 
overloading in front of this heterogeneous 
information flow? What information should be 
delivered, and when? How to avoid detrimental 
interference between different pieces of 
information? And, on an even more general level, 
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how to avoid the negative impact of these sources 
of information on driving safety? All these 
considerations require to design an integrative 
technology that will provide a centralised 
management of on-board information. To be really 
safe, information management must be also 
adaptive. By adaptive, we mean being able to adjust 
the management and the Human-Machine 
Interaction modes according to the current driving 
context and the momentary driver�s capacities. 
Indeed, the driver is not always in condition to 
receive and/or to process messages sent by 
information systems. Main reasons are the driver�s 
own status (like physiological status) and the 
driving situation demand (complexity of the road 
environment, level of traffic, weather conditions, 
manoeuvre that requires all his/her attention).  
The objective of the AIDE project [3] is to design, 
develop and validate an innovative Adaptive 
Integrated Driver-vehicle interfacE (AIDE) which 
aims to maximise the efficiency and the safety 
benefits of advanced driver assistance systems and 
to minimise the level of workload and distraction 
imposed by in-vehicle information systems and 
nomad devices (Amditis et al, 2005). 
As an �adaptive� and �integrative� information 
manager, AIDE device should contribute to solve 
these problems by implementing a set of adaptive 
interface functions. These could include, for 
example, delaying non-critical information in 
demanding driving situations and adapting the 
timing and intensity of warnings in relation to the 
driver status and/or characteristics.  
In the frame of this global AIDE project, INRETS-
LESCOT sub-task is to design and develop a 
specific module called Drivers Availability 
Estimator (DAE). This module is in charge to 
assess drivers� level of availability to receive and 
process information while driving. This module 
will has to manage the information intended to the 
driver in an adaptive way, according to the 
requirements of the current driving task and the 
availability/unavailability status of the driver. 
Availability is a user centred concept defined at 
LESCOT during CEMVOCAS project [2], in order 
to �translate� the driving demand problem in a 
pragmatic way focused on attention sharing and in-
car information management: if the driving demand 
is high, driver�s attention must be focused on the 
driving task and, consequently, s/he is not available 
to do another task. On the contrary, the driver is 
potentially available when the driving demand is 
low. 
Nevertheless, availability is not equal to mental 
workload [4]. If a high workload generally means 
that the driver is unavailable, low workload doesn�t 
systematically indicate that a message could be 
send at this time. Sometimes, low workload 
situation also require all driver�s attention. Indeed, 
workload is only one of the sub-dimensions of the 

most global concept called �availability�. A very 
important one, but only one of them. To illustrate 
our purpose, let us considering an example of 
driving action, like overtaking a vehicle. On the one 
hand, it is surely possible to find overtaking 
situations with a very high level of workload (like 
overtaking a long truck on a short straight line 
under the rain) but, on the other hand, overtaking 
situations with a low workload are also possible 
(overtaking a slow car on a straight line under the 
sun). Now, if you consider the problem of 
telephoning while driving, which is particular 
relevant in AIDE project: how many drivers would 
like to have a phone call just when they start to 
overtake? And how many would decide to launch a 
phone conversation just before to start an 
overtaking manoeuvre? Probably not any one. If 
they have the choice, all drivers will probably 
decide to achieve the overtaking before calling or 
answering. Overtaking situation is not a particular 
case. The same reasoning could be more or less 
applied to roundabout or highway entrances, left 
turn situations, intersection crossing when the 
driver doesn�t have the priority, pedestrian 
occurrences on the road, and so on. For all of these 
demanding situations, the driver is not available for 
a phone call, even if the mental workload may be 
low.  
As regards this analysis, what is the real 
�Shakespearean question� for on-board information 
management: workload, or availability? For us, 
availability assessment is more relevant than 
workload measurement for an intelligent 
information manager, especially when considering 
the filtering problem (to allow or not information 
diffusion), or in order to support a safer attention 
sharing between driving and extra-driving 
activities. 
Availability is clearly dependant of driving 
situation demand. First at all, driving demand 
requires as much strain (external constrains) as 
stress (subjective level). We are surely agree with 
the classical ergonomics distinction between 
external demands versus individual reaction to 
these demands [4], but according to the �adaptive 
HMI� objectives, an availability / unavailability 
diagnosis seems more relevant and pragmatically 
easiest to implement than a workload assessment. 
At last, but not least, availability aims to take into 
account the potential, as well as the effective 
driving demand. Indeed, it is not relevant to send a 
phone call in a roundabout approaching phase, 
because of the potentiality rapid variation of the 
driving situation. At every moment, the situation 
can change and become critical. It is consequently 
essential that the driver stays focused on the driving 
task. For a safe information management, a phone 
call must be for example delayed from the 
beginning of the approaching phase, independently 
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of the traffic conditions and the driver's mental 
workload at this time. 
Previous works done in CEMVOCAS project [2] 
has shown that it�s possible to partly assess the 
driver�s availability level by considering data 
coming from �basic� sensors which reflect the 
driver�s actions on vehicle controls (like pedals, 
steering wheel, blinkers) and the dynamics of the 
car (vehicle speed, accelerometers). If 
improvements are required to have a more robust 
technology, CEMVOCAS final tests in real driving 
conditions with end-users have clearly confirmed 
the feasibility and interest of an �availability 
diagnosis� for managing on-board information.  
However, CEMVOCAS experiment has only 
empirically validated the availability concept by a 
pragmatic way. It is then expected through this new 
AIDE experiment, based on both objective 
performances and subjective measures, to collect 
new materials for an in-depth analysis of the 
availability concept. 
The main focus of this paper will be the method 
implemented in real driving condition with 
potential end-users of AIDE device. Around of 50 
hours of on-road ecological data have been 
collected and will be presented and discussed in the 
following sections. 
 
METHOD 
 
For this study, 30 drivers have participated. They 
had to drive an experimental car by using a 
navigation system. They also had to describe visual 
and auditory information displayed by a home 
made device introduced on the car. After driving, 
participants were interviewed in order to collect 
their opinion concerning the message impact on the 
primary driving task and their availability to receive 
and process it.  
 
Apparatus 
 
Each participant drove the INRETS-LESCOT 
experimental car (Renault Scenic). Various 
apparatus were located on the vehicle: miniature 
cameras, digital video recorder, sensors to collect 
driver�s actions on commands, and external sensors 
for road environment perception (stereoscopic 
cameras and telemeter).  
A computer was recording objective parameters 
collected via the vehicle sensors.  
An experimental home made system, displaying 
visual (pictograms or texts) and auditory 
information (auditory messages) has been 
introduced in the vehicle.  
During the entire experiment, drivers were filmed 
by video cameras. Five main views were recorded: 
a view of the driver (allowing driver�s face 
observation and eyes movement analysis), a view of 
the road scene ahead (driving environment in front 

of the car), a view of the outputs of perceptive 
system available on the experimental car (allowing 
traffic conditions analysis), a view of the messages 
sending device used by the experimenter, and a 
view of some objectives parameters (speed of the 
car, pedals status, etc) also collected during the 
experiment. A microphone has been used to record 
all drivers� spontaneous comments and/or self-
assessment measures during the driving task. 
 
Itinerary 
 
The experimental road we have selected is 
composed by 70 Km near Lyon, including 
motorway, national, rural roads and urban streets in 
order to have a whole of different situations related 
to the static and dynamics environment. Various 
configurations of road have been chosen both in 
urban and country areas like roundabouts, 
intersections, straight sections, curves, entrances 
and exits of motorways, an so on. 
 
Driver’s tasks: 
 
The experiment was divided in 2 main phases of 1 h 
15: The Driving Part and the Interview Part. 
The Driving Part consisted to let the participant 
drive on the itinerary. While driving, the participant 
had to follow the route according to visual and 
auditory information given by the on-board 
navigation system. Simultaneously, s/he had to run 
a listening and describing task according to 
messages emitted by the on-board system described 
above. When considering this experimental task, 
the information to deal with were not related to the 
driving task and induced a verbal answer about 
what s/he had heard or seen from the onboard 
system.  
On the route, messages were sent at 50 preset areas 
on the itinerary. These areas were the same for all 
participants. Other messages have been sent to 
assess the driver�s availability in particular high 
demanding situations, if they occur (e.g. overtaking 
a truck, pedestrians in crossing, obstacle 
occurrences). However, when considering the route, 
the type of messages sent (auditory, textual or 
pictogram) was counterbalanced from a participant 
to another for each situation.  
The informations were sent while the driver was 
performing his/her manoeuvre, like turning to the 
left or to the right at intersections, entering in 
roundabout, entering on motorway, going in a 
straight line, changing of lane, overtaking, etc. The 
number of sending auditory, textual and pictogram 
messages during the route was respectively the 
same. Finally, three groups of participant have been 
consequently formed. Moreover, in order to collect 
�data of reference�, some drivers (control group) 
didn�t receive any messages during the trip. All 
trials were carried out in daytime. Time of trials had 
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been chosen to avoid too high density traffic and 
traffic jam. 
The Interview Part was taken place immediately 
after driving, on a laboratory room. The participant 
had to watch the video tape recorded during the 
driving phase. For all the situations with messages 
the driver had received when s/he was performing 
his/her manoeuvre, s/he had to provide subjective 
estimates on different scales (see later). When 
considering the group without messages, they had 
to evaluate these various concepts too, at the same 
areas, as the other group.  
 
Experimental procedure 
 
At first and before starting the test, the 
experimenter had to globally describe what the 
driver would have to do: to drive a car by using the 
navigation system, describe the various messages 
s/he received from the on-board system and make a 
self-assessment of his/her own driving performance 
after performing each manoeuvres while receiving a 
message. The experimenter provided some 
examples to explain what the participant had to do 
when s/he received a guidance message and other 
messages. In order to know if s/he had understood 
the required task, the driver had to train with the 
description of the visual and auditory messages s/he 
got before leaving INRETS place. Instructions 
given to drivers were to respect the Highway Code 
Book in agreement with the traffic rules. Before 
going, the driver had to adjust the rear-mirror view 
and the seat.  
On the route, the first three messages were 
necessary to make the experimenter sure that the 
participant was able to hear, to read and to describe 
the messages while driving in easy conditions. This 
first step was considered as training too. Then, the 
test began and the answers from the participants 
according to the message were recorded. All along 
the driving test, an experimenter was behind the 
driver and worked on a computer which was 
sending information to the on-board system. 
Another experimenter was on the left seat and 
recurrently invited the driver to provide his/her real 
time self-assessment of driving task performance, 
more particularly after each message delivery. 
After driving, the participant had to watch a video 
tape of the experimental driving phase on the 
laboratory room. For all the situations with 
messages the driver had received when s/he was 
performing his manoeuvre, s/he had to provide a 
subjective assessment of:  

- The disturbance effects of the message. 
- The difficulties to perform the driving 

task.  
- The visual message acceptance.  
- The auditory message acceptance.  

- A new self-assessment of driving task 
performance (without listening the real 
time value recorded while driving).  

These subjective measures have been collected via 
a set of Likert non graduates scales (10 centimetres 
black line including only 0 on the left and 10 on the 
right; subject must put a cross on it). In the same 
way, the group without messages had to evaluate 
these various dimensions too.  
 
Data collected 
 
For each message sent to the driver, 6 subjective 
measures concerning the message impact on the 
primary driving task have been collected for each 
participant and for each preset areas of the itinerary. 
The performance related to the description of 
messages has been evaluated by the experimenter: 0 
when the driver was not able to describe the visual 
or auditory message s/he had received; 1 when the 
driver partially described the message and 2 when 
the driver perfectly described it. This last measure 
is an objective one for the driver�s availability level 
assessment.  
 
Participants 
 
Thirty experienced drivers (15 males drivers, and 
15 females drivers), between 23 and 60 years old, 
have participated to the experiment. They had a 
driving experience of 10 000 Km per year, which 
would be the average mileage for a regular driver in 
France, and driving licence of 5 years at least. 
According to the experimental conditions, 
participants were divided into 2 groups:  
One group was composed by 20 subjects who 
performed the driving task with visual and auditory 
messages (10 males drivers, and 10 females 
drivers).  
The other group (control group) was composed by 
10 subjects who achieved the task without receiving 
any information (5 males drivers and 5 females 
drivers).  
 
RESULTS 
 
In this section, we describe the results related to the 
subjective method implemented to assess driver�s 
availability. Objective results concerning the 
messages performance are also displayed. All these 
measures are at first analysed for the whole 
itinerary and for all driving situations.  
 
Global results for the whole itinerary and for all 
situations 
 
     Message disturbance effect - In the following 
graphic 1, the subjective mean values of the 
disturbance effects of pictogram, textual and 
auditory messages are studied.  
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Graphic 1.  Mean values related to disturbance 
effects of textual, pictogram and auditory 
messages for the whole itinerary. 
 
When considering the disturbance effects of these 3 
types of presentation, there are no significant 
differences between pictogram and textual 
messages (non parametric Mann-Whitney test, 
p=0,190).  
On the contrary, concerning the disturbance effects 
induced by auditory messages, it is significantly 
lower (p<0,001).  
 
     Difficulties to perform the driving task - The 
graphic 2 displays the various mean values for other 
criteria related to the driver�s availability for the 
whole situations. 
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Graphic 2.  Mean values of criteria related to 
driver’s availability for the whole itinerary and 
for all conditions (with and without messages). 
 
The mean value related to the difficulties that the 
participant had to perform the driving task is of 4,6.  
As we will see later, 4.6 (more or less 0.5) is also 
the frontier value between two main categories of 
driving situations particularly relevant for 
availability assessment: the demanding situations 
and the non demanding situations.  
 
     Visual versus Auditory message acceptance - 
Concerning the acceptance of the visual versus 
auditory messages, there are significant differences 
(non parametric Wilcoxon test, p<0,001): for 
drivers, auditory messages are easier to deal with 
than visual messages and the auditory message 
acceptance is significantly better than visual 
message acceptance (for text as well as for 
pictogram).  

 
     Real time versus after experiment self-
assessment of the driving performance - Results 
related to self-assessment of the driving 
performance on real time versus after the 
experiment are not significantly different 
(parametric test t with paired samples, p=0,013). In 
fact, drivers are estimating their driving 
performance on real time as the same way as after 
the experiment.  
 
     Message performance - While driving, the 
participant had to describe or repeat the messages 
sent by the on-board system. The value affected to 
the message performance was 0 for a wrong 
description of the message, 1 for a partially correct 
description of the message and 2 for a correct 
description of the message.  
The message performance of the driver for the 
whole itinerary is presented on the graphic 3 below.  
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Graphic 3.  Textual, pictogram and auditory 
messages performance for the whole itinerary. 
 
The performance is significantly changing 
according to the type of presentation of the message 
(KHI2 test, p<0,001).  
In fact, the quality of the messages description is 
better for auditory messages (97% of true 
responses) than for pictogram messages (87% of 
true responses). Moreover, as a general rule, an 
auditory or a pictogram message will be easier to 
process than a textual message (69% of true 
responses). Furthermore, while driving, participants 
were more disturbed by a textual or a pictogram 
message than by an auditory message as it appeared 
on the graphic 1.  
These results � which are in line with several 
classical results available in ergonomics literature 
(for example [5], [6], [7]) � are explaining why, in 
our experiment, the message performance is getting 
worse when the message is visual, especially 
textual. The main interest of this result for this 
section is the confirmation that our experiment 
doesn�t introduce any experimental bias. 
 
Demanding versus Non-Demanding situations 
 
As explain in the introduction part, one of the aim 
of this experiment is to provide new materials for 
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an in-depth analysis of the availability concept 
empirically assessed and validated in CEMVOCAS 
project. According to CEMVOCAS experience, 
acquired on a close itinerary, message delivery 
during this new experiment has been partly done 
during demanding situations, partly done during 
non-demanding situation.  
A typical non-demanding situation is an urban, 
motorway or rural straight line, without any traffic 
(or with a low traffic). In these cases, drivers are 
available and their attention share is generally not a 
problem for a safe driving.  
Demanding situations constitute a more complex 
category. The level of availability depends on the 
road infrastructure complexity, the traffic condition, 
and the difficulty of the current manoeuvre carried 
out by the driver. 
It is at least expected from this experiment to 
provide rational method and measures for driving 
situations categorization, according to the different 
level of availability assessed by the drivers.  
In this second section, we present results focused 
on the global distinction between demanding versus 
non-demanding driving situations. Then, the third 
section will present an in-depth analysis of 
demanding situations. 
 
     Message performance - The message 
performance of the driver for non-demanding 
versus demanding situations is presented on the 
graphic 4 below. 
The performance is significantly changed according 
to the type of presentation of the message for 
demanding situations (KHI2 test, p<0,001) but not 
for non-demanding situations (KHI2 test, p=0,154). 
For non-demanding situations, the rate of correct 
responses is higher than 85%: 88% for textual 
messages, 95% for pictogram messages, 95% for 
auditory messages. By contrast, when considering 
demanding situations, the quality of the messages 
description is better for auditory messages (98% of 
true responses) than for pictogram messages (82% 
of true responses). 
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Graphic 4.  Textual, pictogram and auditory 
messages performance of the driver for Non 
Demanding Situations (NDS) versus Demanding 
Situations (DS). 
 

Moreover, an auditory or a pictogram message will 
be significantly easier to process than a textual 
message (only 58% of true responses) in these 
complex situations. 
When the sending message is a pictogram (KHI2 
test, p<0,001) or a text (KHI2 test, p<0,001), there 
is a significant difference between non-demanding 
versus demanding situations indicating that these 
types of messages are more difficult to take into 
account by the driver when he�s performing a 
difficult manoeuvre. For the driver, an auditory 
message will be easier to understand and take into 
account what ether the complexity of the situation. 
For this type of message, there are not significantly 
differences between non-demanding versus 
demanding situations (KHI2 test, p=0,474). 
 
     Message disturbance effect - In the following 
graphic 5, the subjective mean values of the 
disturbance effects of pictogram, textual and 
auditory messages are studied for demanding versus 
non-demanding situations. 
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Graphic 5.  Mean values related to disturbance 
effects of textual, pictogram and auditory 
messages for Non Demanding Situations (NDS) 
and Demanding Situations (DS). 

When considering mean values obtained for 
disturbance effects of textual, pictogram and even 
auditory messages, there are significantly higher 
when situations are demanding (parametric t test, 
p>0,001). In fact, values for disturbance effects of 
textual and pictogram are exceeding 6 for 
demanding situations. For non-demanding 
situations, these values are lower than 3.  
By comparison, auditory messages disturbance 
effect in demanding condition is less important, but 
stays nevertheless high and significant.  
These results indicate that, if drivers are generally 
able to receive auditory message whatever the 
conditions, negative impact and stress increasing 
could occur in demanding conditions.  
Concerning textual or pictogram messages, 
disturbance effects are very high for demanding 
situations.  
For non-demanding situations, drivers declare to be 
generally able to receive any type of messages 
without any major disturbance effect on the driving 
activity.  
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     Difficulties to perform the driving task � The 
graphic 6 displays the various mean values for other 
criteria related to the driver�s availability for 
demanding versus non-demanding situations.  
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Graphic 6.  Mean values of criteria related to 
driver’s availability for Non Demanding 
Situations (NDS) and Demanding Situations 
(DS) and for all conditions (with and without 
messages). 
 
In connecting with the group of non-demanding 
situations previously defined, the driver was going 
in a straight line on urban, motorway, national and 
departmental areas with no or low traffic. For this 
category, the mean values for the difficulties to 
perform the driving task is of 2,4 on our subjective 
Likert scale.  
Concerning the demanding situations, the driver 
was turning to the left in crossroad, crossing 
intersection without the priority, dealing with a 
right or a left tight curve, overtaking, was going in a 
straight line with traffic, entering in a roundabout, 
entering in a motorway, leaving a motorway, line 
changing to the left or to the right.  
By contrast with non-demanding situations, the 
difficulties to perform the driving task are here 
significantly higher (more than the double) for a 
mean value for of 5,45.  
This subjective measure is consequently strongly 
linked to the driving demand and well reflects the 
driver�s level of availability. Indeed, the participant 
had significantly more difficulties to drive when 
situation were complex to manage (parametric t 
test, p<0,001). 
 
     Visual and Auditory message acceptance - 
In the same way, a visual or an auditory messages 
are easier to accept when the situation is not 
difficult to manage (parametric t test, p<0,001), 
especially when the message is vocal (parametric t 
test, p<0,001). Thus, all these types of messages 
could be presented to the driver for non-demanding 
situations. 
 
     Real time and after experiment self-
assessment of the driving performance - The 
mean values related to the driver assessment of 

his/her driving performance on real time and after 
the experiment are not significantly different each 
over for non-demanding as well as for demanding 
situations (parametric test with paired sample, 
p<0,001). These results are confirming the results 
obtained for the whole itinerary and let think that 
they could be gathered in only one measure instead 
of 2 measures. Moreover, the mean values related 
to the driving performance assessed on real time or 
after the experiment significantly decreased with 
the complexity of the situation (parametric test with 
independent sample, p<0,001). However, even for a 
demanding situation, driver�s performance value 
exceeds 7 (whatever the moment of assessment: on 
real time or after the experiment). It means that our 
subjects are globally satisfied by their driving 
performances for the whole itinerary. 
 
In-depth analysis of demanding situations 
 
In this section, we are presenting an in-depth 
analysis of driver�s availability measures in 
demanding conditions. We focus our analysis on 
two particular cases of demanding situations: 
dealing a tight curve on the left and on the right 
versus entering or leaving a motorway area (with 
traffic). 
We will see in this section how the different 
subjective measures are evolving between these two 
groups of demanding situations. 
 
     Message disturbance effect � The graphic 7 
below is presenting the disturbance effects of 
textual, pictogram and auditory messages on the 
driver in curve versus s/he on motorway entering or 
leaving (with traffic). 

0

2

4

6

8

10

Textual Pictogram Vocal

Tight curve situations

Entering or leaving a motorway

Graphic 7.  Mean values related to disturbance 
effects of textual, pictogram and auditory 
messages in the case of dealing with a curve 
versus entering or leaving a motorway area. 
 
When considering mean values obtained for 
disturbance effects of pictogram and auditory 
messages, there are significantly higher when 
entering or leaving a motorway area than dealing 
with a tight curve (parametric t test, p<0,05). 
However, as regards to the mean values obtained 
for disturbance effects of textual messages, there 
are no significant differences between these two 



Bellet, Manzano 8 

types of situations (parametric t test, p=0,365). The 
mean value of disturbance effect of textual 
messages in the case where the driver is dealing 
with a curve (5,59) is quite similar with the mean 
value of disturbance effect of a message for all 
conditions (with and without a message) in the case 
where the driver is entering or leaving a motorway 
area (5,55). 
Therefore, even if the mean values obtained for 
disturbance effect of a textual message was 
different when considering non-demanding 
situations versus demanding situations; this 
difference does not appear when considering 
demanding situations group. However, for 
pictogram and auditory message, the difference 
between these two types of situation is more 
important and these measures are evolving from a 
medium demanding situation to a high demanding 
situation.  
 
     Difficulties to perform the driving task - The 
graphic 8 displays the various mean values for other 
criteria related to the driver�s availability when 
entering or leaving a motorway area dealing with a 
tight curve. 
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Graphic 8.  Mean values of criteria related to 
driver’s availability in the case of dealing with a 
curve versus entering or leaving a motorway 
area and for all conditions (with and without 
messages). 
 
Concerning the situations where the driver is 
dealing with a tight curve, the mean values for the 
difficulties to perform the driving task is 4,15 on 
our subjective Likert scale.  
Concerning the situations of entering or leaving a 
motorway area, the difficulties to perform the 
driving task are here significantly higher 
(parametric t test, p<0,05). The mean value of 
difficulties to perform the task is 5,87. 
For this measure, the mean values for each category 
from a middle demanding to a very high demanding 
situation progressively evolve without a big 
difference from a category to another. 
 
     Visual and Auditory message acceptance - 
In the same way, a visual or an auditory messages 
are easier to accept when the driver is dealing with 

a tight curve than when is entering or leaving the 
motorway (parametric t test, p<0,05). 
However, the mean values related to auditory 
message acceptance are increasing more slowly 
without an important difference than the mean 
values linked to the measure of the visual message 
acceptance.   
 
     Real time and after experiment self-
assessment of the driving performance - 
The mean values respectively related to the driver 
assessment of his/her driving performance on real 
time and after the experiment are not significantly 
different when considering the situations of dealing 
with a curve versus entering or leaving on a 
motorway area (parametric t test, p=0,474 for real 
time self-assessment of driving performance and 
p=0,376 for after experiment self-assessment of the 
driving performance). 
As regards the real time and the after experiment 
self assessment, the mean values are changing when 
considering the various categories of situations 
more or less demanding from the dealing curve 
situations to the entering or leaving a motorway. 
They can increase or decrease considering the type 
of situations categories analyse. 
 
     The message performance - The message 
performance of the driver for �curve� versus 
�motorway� situations is presented on the graphic 9 
below. 
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Graphic 9.  Textual, pictogram and auditory 
messages performance in the case of dealing 
with a curve versus entering or leaving a 
motorway area.  
 
The message performance is changing according to 
the type of presentation of the message for the two 
types of situations. For tight curve situations, the 
rate of correct responses is equal or up to 70%: 70% 
for textual messages, 90% for pictogram messages, 
and 90% for auditory messages. 
By contrast, when considering entering or leaving 
motorway area, the quality of the messages 
description strongly decreases for textual messages 
(46% of true responses). For pictogram messages 
(83% of true responses) and especially auditory 
messages, performance is not so changing (96% of 
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true responses) (KHI2 test, p=0,401 for pictogram 
message and p=0,446).  
Therefore, the objective measure of message 
performance is clearly changing when considering 
textual messages but not pictogram or auditory 
messages from a medium demanding situation to a 
high demanding situation.  
 
DISCUSSION 
 
This research is focused on the in-car information 
management problem, by considering the driving 
demand, on the one hand (road infrastructure, event 
occurrences, manoeuvre to be performed), and the 
driver�s level of availability, on the other hand. 
Some previous results collected in CEMVOCAS 
project have empirically validated (i.e. end-users 
opinions) the availability concept for an efficient 
HMI adaptation.  
Through this new AIDE experiment, it is then 
expected to define methods and tools, based on 
objective performances and subjective assessments, 
to analyse and measure driver�s level of 
availability.  
Five subjective measures have been collected by 
using the video film recorded during the driving 
phase: the disturbance effects of the message, the 
difficulties to perform the driving task, the visual 
message acceptance, the auditory message 
acceptance and a self-assessment of driving task 
performance (additional to a real time self-
assessment recorded while driving).  
The objective measure studied in this paper is the 
message performance based on reading /describing 
visual or vocal messages.  
The results obtained from subjective and objective 
measures of driver�s availability are firstly studied 
for the whole itinerary, then for demanding versus 
non-demanding situations, and lastly for different 
levels of demanding situations. 
 
Global results for the whole itinerary  
 
Two main important results are presented in this 
section dedicated to the whole itinerary analysis. 
Firstly, human drivers availability to receive vocal 
message while driving is systematically higher than 
availability for visual messages (text as well as 
pictogram). Both, objectives measures (message 
performances) and subjective assessments (message 
disturbance and message acceptance values) clearly 
confirm this well-know fact: drivers have more 
chance to be disturbed by a textual or a pictogram 
message, than by an auditory message.  
These results are not new, but confirm that the 
methods and the tools implemented for this 
experiment haven�t introduced any experimental 
bias at this level. 
The second interesting result in this section 
concerns measures of self-assessment of the driving 

performance on real time versus after the 
experiment. As presented, we haven�t observed any 
significant difference between the 2 moments of the 
self-assessment measurement (while driving versus 
in lab). This result is probably the most important 
for this section. Indeed, as it was not possible to ask 
to the driver 5 subjective measures while driving, 
only one of them (i.e. real time self-assessment of 
the driving performance) has been collected during 
the driving task. Therefore, it was expected that �in 
lab� data collected, based on the experimental film 
as support, would be similar than a real time 
assessment. Regarding this result, our expectation 
seems to be confirmed. It let us to think that drivers 
can well estimate all the subjective dimensions 
related to the availability concept even if the criteria 
measures are not collected on real time, but via a 
video film recorded during the driving phase. 
 
Results concerning demanding situations 
 
Demanding versus non-demanding situations 
comparisons reveal that all the collected measures, 
objective as well as subjective data, are 
significantly different between the various driving 
situations. As a consequence, they are well adapted 
in order to assess the driver�s level of availability. 
Concerning the objective measure related to 
message performance - in relation with the driving 
situation demanding level and the modality of 
presentation (visual versus vocal) - several 
significant effects have been found. For non-
demanding situations, the rate of correct responses 
is very high for all messages, even if text 
performance is lower (88%) than pictogram / vocal 
messages (95%). By contrast, Visual message 
performance (more particularly concerning text) 
significantly decreases in demanding conditions, 
and consequently provides a good indicator of a 
low level of availability of the driver. These types 
of messages are more difficult to take into account 
by the driver when he�s performing a difficult 
manoeuvre. It is not (or less) the case for auditory 
messages. 
Concerning our subjective measures collected 
trough various Likert scales, they are also deeply 
linked with the driver�s level of availability.  
First at all, the difficulties to perform the driving 
task scale provides a high discriminating measure 
to distinguish demanding versus non-demanding 
situation: in easy driving conditions, the mean 
measured value is 2,4 points, against 5,4 points in 
demanding conditions.  
The disturbance effect subjective measure is also 2 
(vocal) or 3 (visual) times superior in demanding 
versus non-demanding situations. All theses 
differences are significant, for all types of 
messages. They reveal a negative impact on the 
driving activity in demanding conditions and, 
probably, an increase of cognitive stress. This 
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impact is more limited for auditory messages, even 
if it is nevertheless effective. The same results have 
been found via the visual message acceptance and 
auditory message acceptance scales, which are 
directly related with availability concept in their 
visual versus auditory dimensions.  
For the two last measures, related to the driving 
performance self-assessment (on real time and after 
experiment), a significant difference also appears 
between demanding versus non-demanding 
situation. Nevertheless, the discriminating 
capacities of these two measures are limited, due to 
the high mean values systematically given by our 
drivers, whatever the demanding conditions. 
 
Results concerning in-depth analysis 
 
As discussed in introduction, one of the 
fundamental objectives of this experiment was to 
design methods and measurement tools for driving 
situations categorization, according to the different 
level of availability self-assessed by the drivers.  
As described in the previous section, significant 
differences have been observed, which validate the 
abilities of the implemented methods for 
demanding versus non-demanding situations 
distinction. Nevertheless, in-depth analysis reveals 
that it is also possible to provide a more detailed 
classification of demanding situations. 
As examples, two particular cases of demanding 
situations have been presented in this paper: 
dealing a tight curve on the left and on the right 
versus entering or leaving a motorway area (with 
traffic). These two categories of situations are very 
different in terms of mean values related to the 
driver�s availability measures. Indeed, dealing with 
a curve, even if it is a tight and difficult bend, is 
less demanding than entering or leaving a 
motorway area with normal or high traffic 
conditions. The main subjective and objective 
measures collected in this experiment are 
significantly different from one to the other case. 
Moreover, between these two categories (medium 
versus high demanding situation), several other 
categories of situations have been identified as 
more or less demanding. This last result is not 
reported in the present paper, but the curves versus 
motorway distinction demonstrate that it is possible 
to provide a multi-level classification of demanding 
situations, hierarchically structured, in relation to 
the driver�s availability. 
 
CONCLUSION 
 
In another way, data collected during this 
experiment and analysis presented in this paper 
have been used for the DAE design and 
development, in order to automatically assess the 
driver level of availability from objective 
parameters collected in real time by the car sensors. 

This part of the project is described in another 
paper [1]. 
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